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Abstract
To learn effectively requires understanding sonmel&uimental, but unintuitive, properties of how
the human learning and memory system works. Aetyaof research findings suggests,
however, that human beings are prone to carryiograt a mental model of learning and
memory processes that is inaccurate and/or incamplesome fundamental ways—owing, in
part, to the implicit or explicit assumption thaetstorage and retrieval processes that
characterize human learning and memory are sinaldrose that characterize man-made
recording devices, such as a computer hard drienoemory disk. Consequently, many
humans engage in practices that yield short-tenmsga performance but do not foster durable
and flexible learning. The goals of this chapterta say why and in what ways humans tend to
misunderstand how to optimize their own learning emprovide a set of principles that are

essential components of any owner’'s manual on ledearn and remember.
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Acquiring an Accurate Mental Model of Human Learning:
Towards an Owner’'s Manual

Knowing how to learn has always been important,gauhaps never more so than in
today’s ever more complex and rapidly changing d:orln fact, knowing how to learn
efficiently is a critical survival tool, not simplyuring our years of formal schooling, but across
our lifetimes. We need to acquire new skills apdate old skills, not only in our jobs, but also
as we acquire new interests and hobbies—or, periaapd to help our children or grandchildren
learn.

Research across the last several decades haseavibalugh, that we can be prone to
carrying around a faulty mental model of oursel@ss$earners, one that can lead us to prefer and
carry out less effective learning activities rattiean more effective activities. From one
perspective, such findings are truly puzzling beeaone might expect that we would become
expert learners based on what Bjork (1999, p. 48B¢d the “trials and errors of everyday living
and learning.” Said differently, it would seemtthaross the years of formal and informal
education we would learn what works and what datsvwork. One might expect, too, that we
would be taught how to learn by our parents ortiees; but parents and teachers are learners,
too, meaning that they are also subject to beirgjettiby the dynamics discussed in this chapter.

So why are people fooled? A very basic answehabquestion is that the dynamics of
human learning and memory are very complex andyighintuitive, especially if one’s
intuitions are guided by the assumption that tbeagfe and retrieval processes that underlie
human learning and memory are similar to the stoeagl retrieval processes that characterize
man-made recording devices, such as a video recordee typical computer. We may not

fully understand the engineering details of suchas—that is, how they accomplish what they
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accomplish—nbut their functional architecture isganpler and very unlike the functional
architecture of human learning and memory. Anyrleawho assumes that the nature and
consequences of the storage and retrieval proctssiesharacterize human learning and
memory corresponds to those of the typical recgrdievice is going to manage his or her
learning in far from optimal ways. Indeed, as sys/and other research indicates (e.g., Brewin,
Li, Ntarantana, Unsworth, & McNeilis, 2019; HerautaHouzel, 2002; Magnussen et al., 2006;
Simons & Chabris, 2011, 2012), that assumptionramderous other inaccurate beliefs about
human learning are quite prevalent today. Moreaesearch that would correct such beliefs,
courtesy of thecience of learning-a burgeoning field that is investigating how hun@mgs
learn and how such processes can be optimized-tes nbt accessible to teachers
(Organization for Economic Co-operation and Develept, 2014), and in turn, to students,
parents, and the general public.

When considering the need for improved educationedomes on a wide scale—a recent
United Nations-sponsored report noted, for exantpkg, over 617 million children and
adolescents globally are unable to achieve minirpusficiency in reading and mathematics
despite largely having access to formal educatiomtéd Nations Educational, Scientific and
Cultural Organization, 2019), and more than hal'$f8", and 19' grade students in the United
States do not meet minimum standards for subjaatgimg from geography to history (National
Center for Education Statistics, 2017)—the imparéaaf fostering an accurate understanding of
the dynamics of human learning and memory, and tocailor learning activities accordingly,
can hardly be overstated. In particular, teacheasners and the general public are in need of an
“owner’s manual for the human learning and memgstesm.” As a step towards developing

such an owner’s manual, this chapter provides somertant principles and relevant research.



MENTAL MODEL OF HUMAN LEARNING 3

Operational Benchmarks of the Human Learning and Menory System
When used to its full potential, tieiman learning and memory systertels at
learning—that is, at fostering relatively permanent charigdsehavior or knowledge that
support long-term retention and transfer (Sodemsi®Bjork, 2015). Such learning may
involve different types of information, skills, anabre. Retentiorrefers to the maintenance of
knowledge and skills over time, such as across syeaknths, and years, amdnsferrefers to
the ability to apply such knowledge and skills taage of situations and tasks where they are
relevant, versus simply to situations and tasksrttach those present during training or
instruction. Ideally, instruction and training drace learning that is botturable(i.e., retained
over the long term) anitexible—that is,able to transfer to a variety of situations whetathas
been learned is applicable (Christina & Bjork, 1P9llearning activities that are under the
learner’s direct control—that isglf-regulated learning-should also support retention and
transfer. When the system falls short—an all-ikely outcome when we engage in suboptimal
practices and use techniques that do not aligntivélsystem’s operating principles—to-be-
learned knowledge and skills tend not to be acblsever time or transferrable.
Basic Operating Principles that Users of the Human
Learning and Memory System Need to Know
Cognitive scientists and computer scientists areirsy) to make computers store,
retrieve, think, and reason in ways that are moredn-like. That objective reflects the enviable
capacities that humans have to absorb vast quemndiinformation from a wide array of sources
and to achieve mastery of diverse topics rangiaghnfacademic subjects to languages and
complex motor skills. From an artificial intelligee standpoint, humans can be thought of as

“super intelligent computers” or “ultimate learningachines.” Such lofty descriptions find
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support in the human learning and memory systeapacity toacquire knowledgé.e., process
sensory information and encode it into long-termmmoey storage)develop skillgi.e., attain
proficiency in one or more task domains via studg practice) in multiple situationdraw
inferenceqi.e., integrate learning in a new way, such asfog a conclusion from two separate
premises); antransfer knowledge and skil(se., successfully use prior learning in new
situations)—all of which are, relatively speakingyrivaled to date. Is the human-as-a-computer
analogy, though, correct? As it turns out, largedy, at least with respect to existing computers.
The premise that human memory functions in wayslairto a computer or video
camera, an analogy that 47-58% of the general pshlveyed in the U.S. and Brazil endorse
(Herculano-Houzel, 2002; Simons & Chabris, 2011,20is central to many inaccurate mental
models of learning. Even many highly influentiaflarmation-processing models of learning and
memory (e.g., Atkinson and Shiffrin, 1968), whilherwise helpful for conceptualizing the
encoding, storage, and retrieval processes ofuh®ah brain, draw on that very comparison
(Schmidt & Bjork, 1992). Other common beliefs qméctices are consistent with the human-as-
a-computer analogy. Many of us, for example, predéning techniques that involve passively
“feeding of information into the system” such aadi&g and reviewing—atfter all, if the brain is
essentially a computer, then one should emphdseprocess of exposing it to relevant
information. More active and difficult learning theds are commonly left unused. In addition,
we often focusn learning one skill at a time and assiduouslyicautaking errors—after all,
when programming a machine to produce a respongenight have the machine repeatedly
attempt that response and eliminate all imperfastuntil it achieves the desired result. In cases
where we do impute non-machine characteristicaitodn learning processes, the emphasis is

often on tailoring learning to purported individubiferences in “learning styles” or even brain
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lateralization.

Decades of research in the learning sciences laeluted evidence that such beliefs
and preferences can lead learners to adopt ingfticir even harmful learning practices. If one
is to develop a truly informative mental model loé thuman learning and memory system, then a
more accurate understanding of how we learn knaydeuohd skills, and how such processes
differ from ordinary machines, is essential. Taodgathat end, the following section provides
four basic principles that learners need to knowrifer to optimize the acquisition of knowledge
and skills—that is, principles that an informedmusiethe human learning and memory system
needs to know.

Principle 1: Learning Does Not Equal Performance

Imagine a semi-intelligent robot that is learniogopy a grasping movement. It
engages in a fine-tuning process, over a seripsaatice trials, as it learns to recreate the cbrre
motion. During that process, the obserpediormancei.e., the behavior that can be measured
during training) steadily improves. Ultimately sasing that the robot is able to reproduce the
movement perfectly, the robot’s performance israalimeasure of the underlyifgarning(i.e.,
the relatively permanent changes in behavior omkedge that instruction aims to achieve) that
has occurred. More generally, when it comes tatwpiisition of information and skills by
computers and other machines, learning and perforenare often synonymous. In the human
learning and memory system, however, the two casaae far from synonymous. In particular,
although we can directly observe and measure hypaedarmance on many different tasks, we
mustinfer whether learning, as measured by long-term reterdr transfer, has actually
occurred. The need to infer is particularly impottbecause, unlike robots, the level of

performance that a human being exhibits can greattystate (or, conversely, understate) the
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amount of learning that has occurred. Moreovehuman beings, current performance and
long-term retention or transfer are often not datesl and can even, in some circumstances, be
negatively correlated.

An abundance of empirical research—some dating Ba@glears or more—not only
reinforces the learning-versus-performance digondbut also reveals that performance can be a
highly misleadingindicator of learning (for reviews see Soderst&mjork, 2013, 2015; for
related theorizing see Bjork & Bjork, 1992; Este855a, 1955b; Guthrie, 1952; Hull, 1943,
Tolman, 1932). Specifically, there are circumsemwherein learning occurs without apparent
changes in performance, and the converse is truellishat is, there are also circumstances
when striking improvements in performance resulitite or no learning (Bjork, 2009). The
former is exemplified by instanceslatent learning wherein no performance improvements
occur despite learning having taken place (e.gvedtson, 1954; Tolman, 1948; Tolman &
Honzik, 1930); when fatigue masks learning improgata (e.g., Adams & Reynolds, 1954;
Stelmach, 1969; see also Pan & Rickard, 2015)vdreh continued practice after a performance
asymptote or limit has been reached, also calexnllearning improves overall learning as
measured by subsequent long-term retention (ergm&ge & Mayer, 1986; Krueger, 1929,
1930). The latter is exemplified by cases whereiatively easy training methods yield
substantial speed and accuracy improvements thiatthe minimal learning that is actually
taking place. For instance, practicing the sarhketit movement or the same type of math
problem over and over can yield rapid performangerovements, but when those skills need to
be used some time later and under other variedrostances, the results are often far from
optimal (for further discussion, see the next segti Each of these examples demonstrates that

measurements of human performance during the leaprocess are far from reliable or direct
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measures of learning, such as post-training long-tetention or transfer.

A more accurate model of the human learning and ongsystem needs, therefore, to
incorporate the learning-versus-performance distnas a fundamental principle: Conditions
that improve performance may not improve learnany vice versa. From the 1930s through
the 1950s, the major learning theorists of thaetdisagreed on many issues, but shared the view
that a theory must distinguish performance fromneay. Hull (1943), for example, contrasted
themomentary reaction strengtf a response (i.e., that which could be immedtiaibserved,
akin to performance) verstgbit strength(i.e., the capability of exhibiting that responsdhe
future, akin to learning), and Estes’ (1955a) stumdluctuation model differentiated between
response strengthndhabit strengthboth of which map generally onto Hull's constriftee
also Skinner, 1938). More recently, Bjork and Rjsr(1992) New Theory of Disuse (NTofD)
revived the learning-versus performance distinchgmifferentiating betweeretrieval strength
(i.e., performance) argtorage strengtfi.e., learning) and formalized how the two strésgt
interact when some to-be-learned content is studliedtrieved.

Of most relevance to the present discussion, thefDlassumes (i) that current
performance is solely a function of current retalestrength; (ii) that storage strength, which
cannot be observed directly and must be infersedever lost; (iii) that retrieval, provided it
succeeds, has a larger impact on both storageg#itrand retrieval strength than does restudy;
and (iv) that there is an asymmetric interactionedfieval strength and storage strength, which
takes the form that the increases in retrievahgtiethat result from study or retrieval are larger
the higher the level of storage strength, whereasnesvhat unintuitively—increases in storage

strength are smaller the higher the level of curretieval strength.
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Figure 1 The effects of study and retrieval practicaetmieval strengthi.e., performance) and
storage strengtfi.e., learning) as predicted by the New Theorpuse (NTofD; Bjork &

Bjork, 1992). According to the NTofD, the highbetstorage strength, the greater the increase
in retrieval strength; whereas, somewhat unintefyivthe higher the retrieval strength, the lower
the increase in storage strength.

Thus, with respect to things learners need to kribevNToD—first and foremost—says
that current performance is not to be trusted measure of learning (i.e., storage strength), that
practicing retrieval processes is often a more petde activity than restudying, and that
manipulations that decrease current retrieval gtlersuch as delaying (spacing out) when
something is restudied can enhance learning $t@.age strength). Major predictions of the
theory are depicted in Figure 1. The practicaldhénof practicing recall, also calledtrieval
practice and delaying restudy of information, also caliiéstributed practiceare discussed

further in subsequent sections of this chapter.
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The longstanding and widespread predilection farrieg techniques that typically
generate high levels of performance, but are gépenaffective for retention and transfer,
stems in part from a failure to grasp the learniegsus-performance distinction (Bjork, 1994a,
1999; Soderstrom & Bjork, 2015b). Such techniquestdding, for example, repeatedly
practicing the same skill in isolation (also calledssed practicer blocked practick—are
appealing because the rapid performance improventleat they foster are intrinsically
motivating (Ghodsian, Bjork, & Benjamin, 1997) areh generate the impression of highly
successful learning. If human beings are analogmusemputers or machines, then that
impression would be accurate. In many cases, hexvéwe impression of successful learning is
illusory. Rather, the human learning and memostesy is often better served by training
methods that, by making the learning process Ihitraore difficult (by decreasing retrieval
strength), depress performance, but enhance lgafsiiorage strength).

Principle 2: Difficulties Can Be Desirable

The human body often responds remarkably well &dlehging physical activity. For
example, after just a few calisthenics sessiomsc#indiovascular, musculoskeletal, and
respiratory systems adapt, yielding better respengiss in future sessions. A lackadaisical
training routine, however, typically yields fewetaptations than a more intensive one. Ata
broad level, the human learning and memory systemteenefits from more challenging, as
opposed to relatively easy, training techniquesfatt, as a general principle, training
techniques that reduce initial performance, asengdd by lower accuracy, more errors, or
greater forgetting, often substantially improvertéag over the long term. Bjork (1994a, 1994b)
described such conditions dssirable difficultiegsee also Bjork, 1999; Christina & Bjork,

1991; Farr, 1987; Reder & Klatzky, 1993; SchmidBfork, 1992) and recommended their use
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on a wide scale. A growing body of researchevidence-based learning techniguesich
includes all of the desirable difficulties that leaveen discovered to date, is focusing on whether
findings from laboratory experiments using simplée-learned materials and short retention
intervals extend to realistic educational matergadd intervals (for a review, see Dunlosky,
Rawson, Marsh, Nathan, & Willingham, 2013).

Many, maybe most learners are unaware, howevdrstimae difficulties are desirable
and, instead, adopt learning practices that areppesite of what Bjork and Bjork (2011, p. 56)
described as “making things hard on yourself, bt good way.” In surveys, 64-80% of U.S.
undergraduate students report no role of formafucton in their choice of learning strategies
(Hartwig & Dunlosky, 2012; Kornell & Bjork, 2007)edpite instructors commonly stating that
they discuss learning methods in class (79% sud/byeMorehead, Rhodes, & DelLozier, 2016).
Rather, most choose learning strategies on the basgituition and improvisation (for
discussion see McCabe, 2011). Moreover, when prearip identify the learning techniques
that they most often use, students commonly repoeading, cramming, highlighting, and other
techniques that maximize one-time exposure to tanggerials—perhaps based on the flawed
human-as-a-recording-device analogy—rather tharerognitively challenging activities such
as distributing learning over time (e.g., KarpicBetler, & Roediger, 2009). In fact, of ten
prominent learning techniques that cognitive anacational psychologists scrutinized in a
recent in-depth literature review (Dunlosky et 2013; see also Pashler et al., 2007), popular
strategies such as rereading received bottom-drdeerutility” ratings. Just two techniques,
retrieval practice and distributed practice, reedithe top “high utility” rating. Despite their
strong efficacy, however, both techniques are antbedeast frequently used by students and

are even discouraged—if, perhaps, inadvertently-sdge teachers.
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It appears, therefore, that to the degree a ledwaer faulty mental model of how
learning occurs, he or she becomes vulnerable $easgessing the relative efficacy of common
study and training techniques. Although much rem#&o be uncovered about the conditions
under which some evidence-based learning techniapeethe most beneficial, ample research
exists to identify several classes of techniquasphovide challenges and appear to slow the rate
of learning (as assayed by initial performance),tbat actually improve or accelerate learning,
and, hence, qualify as difficulties that are ddsedfor discussions see Bjork, 1994aa, 1994b,
1999; Bjork & Bjork, 2011; Brown, Roediger, & McDiah 2014; Christina & Bjork, 1991;
McDaniel & Butler, 2010; Schmidt & Bjork, 1992; Saxdtrom & Bjork, 2015). Four prominent
categories of desirable difficulties, each of whestokes a candidate operating rule of the human
learning and memory system, are discussed next.

Distribute learning over time

In many learning situations there are various atiegardingvhen to learrknowledge
and skills andhow often to practica given target skill or body of information. Fetample, one
could devote specific days of the week to studyorg particular course, plan and execute a
practice schedule that leads to a high-stakes @xgmarformance evaluation, or even choose to
revisit materials at a later point or not at aVhat kinds of decisions do most human learners
make in such cases? In surveys (e.g., Hartwig &l@xsky, 2012; Kornell & Bjork, 2007), just
11-13% of U.S. undergraduate students report ptgnout a specifitearning schedulahead of
time. Moreover, approximately 53% confine all lo¢ir studying for specific sets of materials
into one session before an exam, a pattern timabie formally categorized asassed practice
(and if it occurs shortly before an exam, “cramnijnd-urther, a whopping 72-86% of students

never revisit materials after a course has end#dyugh instructors commonly report urging
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them to do so and often do so in class (Moreheatl,62016). An abundance of empirical
research suggests that each of these methodsexfidty learning is suboptimal (for
discussions see Bourne & Healy, 2014; Brown, Raadi§ McDaniel, 2014; Dunlosky et al.,
2013; Pashler et al., 2007; Yan, Thai, & Bjork, 2D1

Empirical studies provide further evidence of thevalence of suboptimal methods of
scheduling learning. For example, Taraban, Maid, Rynearson (1999) tracked undergraduate
students’ learning activities in introductory arper-division psychology courses. Because the
course materials could only be viewed via an adhternet browser connection, exactly when
and how long each student spent preparing forahnese was recorded. The results provide a
striking demonstration of cramming: Students spemere 0-5 minutes on average with course
material in the weeks leading up to the exam, buhe day or two just prior, the average time
spent spiked to over an hour. To many instructbi, pattern and other similar practices is not
unique: Many students commonly plan and executdystahedules that involve engaging with
learning materials no more than once. Even ifesitgldo plan otherwise, they often find it more
realistic to engage in patterns that more closedgmble cramming (e.g., Blaisman, Dunlosky, &
Rawson, 2017; Susser & McCabe, 2013). Moreoveh puactices are not just restricted to
poorly performing students or those that, for vasioeasons, have run out of time; for example,
when students are convinced that they know the antwspecific questions, 54-64%
deliberately choose not to re-engage with the ques{Hartwig & Dunlosky, 2012; Kornell &
Bjork, 2007; Morehead et al., 2016) and likely mensvisit those questions even if they have
opportunities to do so.

If human beings learned in the same manner as wengpor other man-made devices,

then such practices would be acceptable: When $wmgeis recorded twice on a man-made
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recording device, the way it is recorded the sedond matches exactly how it was recorded the
first time. In the case of human memory, on theeohand, how information is stored a second
time it is studied (or, for that matter, a thirdfourth time) can vary in ways that lead to more
complete and durable memories. As a general apgnatle, the human learning and memory
system retains substantially more information ftorayer duration when it learns over multiple
sessions that are “spaced”—that is, distributedrotilme—rather than massed. In fact, the
finding that temporally spaced learning opportwstiordistributed practiceimproves memory

is one of the oldest discoveries in all of expentaépsychology (often credited to Hermann
Ebbinghaus, who first described the phenomeno®&b), and is among the most robust of all
psychological phenomena with over 250 successiulotstrations to date (including for verbal
materials and motor skills; for reviews see Cep@dahler, Vul, Wixted, & Rohrer, 2006;
Crowder, 1976; Dempster, 1989; Lee & Genovese, 19B8searchers have suggested various
candidate mechanisms for why tkacing effecbccurs, including encoding variability,
consolidation, practicing retrieval from long-tememory, and others.

Distributed practice involves temporal spacing tihajht be on the order of minutes to
months. The critical factor is that informatiorosid be learned more than once at different
times (for a model of optimal spacing intervalsoaerdifferent spans of time, see Cepeda, Vul,
Rohrer, Wixted, & Pashler, 2008). Even greaterrompments in retention are likely if (i) there
is more than one spaced learning opportunity (ewg.or three learning sessions on different
days), (i) if learners practice recalling infornwat rather than simply rereading or restudying,
(iii) if there is the opportunity to revisit inforation even if it was already well-learned (e.qg.,
Rawson & Dunlosky, 2011), and in some situationg,when anexpanding retrieval schedule—

wherein the interval of time between successivetm@ sessions involving recall progressively
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increases—is used (e.g., Kang, Lindsey, Mozer, ghiRa, 2014; Landaurer & Bjork, 1978; cf.
Karpicke & Roediger, 2007, 2010). In most cases,hiuman learner is given a set amount of
time to learn a set of materials, then dividing tirae over one or more learning sessions, rather
than expending it all in a single session, yieldserdurable learning.

One of the most impressive demonstrations ofitigied practice’s benefits involves a
study by Bahrick and Phelps (1987; see also BahBakrick, Bahrick, & Bahrick, 1993)
wherein undergraduate students learned and prdegealling Spanish vocabulary words during
a single massed practice session, two or moreosesseparated by 1 day, or two or more
sessions separated by 30 days. Initial learnirtef/ocabulary words was more difficult under
conditions involving distributed practice, and partarly for participants that experienced the
longest time intervals between sessions. Howereg, recall test administered a full eight years
later—that is, 2,920 days after learning first aced—the participants that had experienced the
largest amount of spacing between sessions, ne@falays, correctly recalled words at a rate
that was 2.5 times greater than that following redgwactice. That result, along with numerous
other studies showing similar patterns, exemplifiessstatus of distributed practice as a truly
desirable difficulty: Although the technique canrbere challenging, at least initially, and is
often more logistically complex to implement, distited practice yields better learning and
superior retention over the long term.

In many cases, learners adapt quickly to the grehfficulty during acquisition and
logistical complexity that distributed practiceaitentails. A further challenge, however,
involves learners’ lack of appreciation of the H@seof distributed practice (for discussion see
McCabe, 2011; for review see Son & Simon, 2012)e tistaken belief that massed practice is

more effective than distributed practice has bepeatedly documented: Learners commonly
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rate massing as more efficacious than spacingjdinad for themselves and for others (McCabe,
2011; Simon & Bjork, 2001), although students somes$ give higher ratings to multi-session
studying than cramming (e.g., Susser & McCabe, ROAfter having had the experience of
learning under conditions of massed versus didgtbpractice, learners often continue to
underestimate the latter’s benefits (e.g., Kor&dBjork, 2008; Kornell, 2009; Logan, Castel,
Haber, & Viehman, 2012; cf. Wahlheim, Dunlosky, &dby, 2011). An example from Kornell
and Bjork (2008), in which learners trained to iggua@e visual categories via massing versus
spacing, is illustrative: Learners’ ratings of #féectiveness of the two methods were the reverse
of the actual results.

Distributed practice also tends to yield lower tearsatisfaction ratings (i.e., in terms of
how enjoyable or preferable it is to experiencasus massed practice (e.g., Baddeley &
Longman, 1978), possibly due to its greater difficuConversely, the higher initial
performance that is characteristic of massed mectn fool learners into assuming its greater
efficacy (Bjork, 2009; Kornell, 2009; Schmidt & Bjqg 1992). If permitted to select between
either scheduling method, however, whereas youildreh tend to indiscriminately opt for
massed practice (e.g., Son, 2005), adults are op@e to switching between the two schedule
types (Son, 2004; Pyc & Dunlosky, 2010; cf. Benja@iBird, 2006; Toppino & Cohen 2010;
Toppino, 2010), and in some cases will use disteithypractice more often than would occur by
chance (e,g,, Son & Kornell, 2009). Overall, dileers are to accept distributed practice as a
desirable difficulty and begin to reap its benefiten misconceptions about the technique must

be dislodged from their mental models of humannieay.
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Figure 2 Effects ofmassed/ersusspaced practicen learners’ beliefs and actual learning.
Proportions of participants (left panel) who sdidre were better at identifying new paintings by
artists whose paintings had been presented usisging#blocking versus spacing/interleaving,
versus the actual proportions of participants (rjggmel) who were better at identifying new
paintings by artists whose paintings had been shoassed/blocked versus spaced/interleaved.
Results drawn from Kornell, N., & Bjork, R. A. (28 Learning concepts and categories: Is
spacing the “enemy of induction”?sychological Scien¢c&9(6), 585-592.
Vary the skills or materials being learned

Related to the aforementioned issues surrountdimgse of distributed practice is the
guestion ofwhatspecific materials to cover, or skills to practiaea given point in time. Should
learners focus on one particular skill or topicidgreach learning session (such as subject A on

Mondays, subject B on Tuesdays, subject C on Weldyssand so on)? Or are there

circumstances where it is more efficacious to taekseries of different skills or topics during
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each learning session (such as subjects A andMoolays, subjects C and D on Tuesdays, and
so on)? In surveys, 56-59% of undergraduate stadeport that their choice of materials to
study is simply dictated by whichever is due sobfidartwig & Dunlosky, 2012; Kornell &

Bjork, 2007). For teachers, coaches, and studbatsre able to exercise substantial control
over their learning schedules, another approapbpsilar: Focus on one skill or topic at a time.
As evidenced by examinations of learning mater@lsiicula, and instructional practices, that
segregation of learning into discrete blocks ofetimrblocked practiceis widespread in such
domains as mathematics instruction (e.g., Rohredriok, & Stershic, 2015), second language
learning (e.g., Pan, Tajran, Lovelett, Osuna, &Rid, 2018), and sports coaching (e.g.,
Williams & Hodges, 2005), just to name a few.

Blocked practice, or blocking, is a form of maspeaktice in that the learning of a given
skill or topic occurs during a contiguous periodiofe (the terms blocked practice and massed
practice are sometimes used interchangeably, bakiplg is also intended to convey that the
practice or study of a given skill or topic is seggited from that on other skills or topics).
Blocking entails little-to-no variation, with th@me materials practiced over and over. lItis a
time-honored technique that appears to be theemtyodiment of the adage “practice makes
perfect” (Pan, 2015), or the advice that learnezsoften given to “work on one thing at a time.”
Moreover, not only is blocking relatively easy thedule and in alignment with common
organizational principles (e.g., it is well-suitedthe structure of most course syllabi), but it is
also in keeping with a mental model of learning e repeated practice on a given skill or
topic is assumed to be the most effective way teldg proficiency in that domain. The
universality of that assumption, however, is flaw&dyrowing body of empirical research has

found that a strategy of alternating between @aetlated skills or topics during learning, or
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interleaved practiceis substantially more effective than blocking ligarning in a variety of
skill and content domains (for reviews see Bra®@8, Carpenter, 2014; Carvalho & Goldstone,
2015; Kang, 2017; Lee & Simon, 2004; Magill & HdlB90; Rohrer, 2012; Wulf & Shea, 2002).

Unlike blocking, interleaved practice involves tionously alternating, or “interleaving,”
between different, if related, to-be-learned slaligopics. In other words, a variety of materials
are learned at one time. Such interleaving canroeithin one or more learning sessions. If a
novice tennis player is learning the forehand iaekhand, and volleying, for example, then that
player might practice using a schedule that altesnbetween single attempts of each skill (e.g.,
a “forehand-backhand-volley-forehand-backhand-yollé pattern), as opposed to repeatedly
practicing each skill in isolation (e.g., “forehafadehand-forehand...” and “backhand-
backhand-backhand’.patterns). That alternating pattern might bed@an or systematic (for
discussions of the potential benefits of eachlsse& Magill, 1983 and Pan, Lovelett, Phun, &
Rickard, 2019). Crucially, interleaving tends ®rnore difficult during initial acquisition—in
both learners’ subjective impressions and in littlero improvements in performance—but as
evidenced by measures of retention and transfarsghstantially improve learning over the long
term (e.g., Hall, Domingues, & Cavazos, 1994; Kbr&eBjork, 2008; Pan et al., 2018; Rohrer
& Taylor, 2007; Shea & Morgan, 1979).

The first empirical demonstrations of the beneaditinterleaved practice, which largely
occurred in the domain of motor skills, were regerto agontextual interference effedRattig,
1966) That labeling reflected the observation that iri@ving’s efficacy is greatest when the
to-be-learned skills are similar and presumablyenitely to interfere with one another (Lee &
Simon, 2004). In support of that conclusion, makil studies showing benefits of interleaving

have largely involved cases where learners arenptteg to master a set of related skills within
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a given sport—for example, batting practice witfiedent types of baseball pitches (Hall et al.,
1994) and learning different badminton serves (@adviagill, 1986). Subsequent
investigations showing benefits of interleaving ¢ognitive tasks, including the learning of
artists’ painting styles (e.g., Kornell & Bjork, @8), natural categories (e.g., Wahlheim,
Dunlosky, & Jacoby, 2011), and mathematics skdlg.( Taylor & Rohrer, 2010), have also
featured sets of to-be-learned materials that dleatares and are highly confusable with one
another (but not necessarily in all cases; for gansee Rohrer, Dedrick, & Stershic, 2015;
Rohrer, Dedrick, Hartwig, & Cheung, 2019). Thessults have lent support to the
discriminative contrast hypothegikang & Pashler, 2012; see also Birnbaum, Korrjbyk, &
Bjork, 2012), which ascribes the benefits of irdaxrled practice to a cognitive process involving
comparisons between category exemplars. An ateearal possibly complementary account
attributes the benefits of interleaving to disttémlipractice—that is, the temporal spacing
between successive exposures or practice attemattving to-be-learned skills or topics—that
is inherent in an interleaved training schedule.

An example of the potential of interleaved praztic enhance cognitive skills comes
from a study by Pan et al. (2018; see also Pargletty et al., 2019) in which undergraduate
students learned to conjugate verbs (i.e., modifps to reflect grammatical tense and other
information) in the Spanigpreteriteandimperfectpast tenses. In many language courses, verb
conjugation skills are typically taught in a blodk@anner, namely one tense at a time. Pan et
al. compared two groups: A blocked group that ledrto conjugate verbs in only one tense
during each of two weeks, mirroring traditional hds, and an interleaved group that alternated
between the two tenses as they learned over the smoaweek period. As depicted in Figure 3,

performance during each training session was appedgly 30% higher in the blocked group,
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most likely due to the greater ease of practicingwoly one tense. On a delayed test of verb
conjugation ability (wherein students had to coajegverbs in either of the two tenses, as fluent
speakers are often expected to do in everyday ceatven), however, the interleaved group
scored, on average, 19% higher. These resultsntpisuggest that interleaving is a viable
method of learning verb conjugation skills moreeefively, but also raise the possibility that
interleaving may be an important tool to enhaneeni|g in second language courses.

As with distributed practice, however, learnersmomonly fail to recognize or appreciate
the benefits of interleaving. For example, Korraeltl Bjork (2008) had participants experience
both blocking and interleaving as they learnedsts'tpainting styles from examples of the
artists’ paintings. Blocking the paintings by sitiversus interleaving the artists’ paintings, was
rated by 78-90% of the participants as equally orexeffective than interleaving despite its
being less effective (for similar results see Bauin et al., 2012; Pan et al., 2018; Pan, Lovelett,
et al., 2019; Yan, Bjork, & Bjork, 2016; Yan, Sosigom, Seneviratna, Bjork, & Bjork, 2017; cf.
Wahlheim et al., 2011). Similarly, when given tigportunity to select the type of learning
schedule that they would prefer to use to learet @knatural categories or artists’ painting
styles, learners overwhelmingly chose blocking @eauDunlosky, Rawson, Wahlheim, &
Jacoby, 2015; Yan et al., 2017). These suboptimaices may stem from preexisting beliefs in
the superiority of blocked and massed practiceyaedkas the ease of processing information, or
subjective fluengythat blocking provides (Kornell & Bjork, 2008; Mat al., 2016). As with
other desirable difficulties, dislodging these imeat beliefs from mental models of learning is

necessary in order for interleaved practice todmpted into broader use.
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Figure 3 Effects ofinterleavingversusblockingon second language grammar skills. Across a
two-week period, participants used interleavingplockingto learn to conjugate verbs in
Spanish. Blocking yielded higher accuracy thaarietiving during training, but that pattern was
reversed on a delayed test of verb conjugationtybiFigure adapted with permission from the
American Psychological Association. Source: Pai.STajran, J., Lovelett, J., Osuna, J., &
Rickard, T. C. (2018). Does interleaved practickance foreign language learning? The effects
of training schedule on Spanish verb conjugatialtssskournal of Educational Psychology
Beyond interleaved practice, other training meshibtdt also involve variation of some
kind can also enhance learning. For example, asing the variety of examples that are
practiced can enhance the ability to solve problewslving analogical transfer (e.g., Gick &
Holyoak, 1983) or anagrams (e.g., Goode, Gera&o&diger, 2008). For motor skills, varying

the location from which one attempts to hit a ta{gendin & Hebert, 1997), or varying the

target location itself (e.g., Kerr & Booth, 1978an be beneficial. Even varying the
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environmental context in which one studies inforioratsuch as the room or the individuals that
are present, can be helpful (e.g., Smith, Glenbtigjork, 1978; for a replication see Imundo,
Pan, Bjork, & Bjork, 2019; for reviews see BjorkRichardson-Klavehn, 1989; Smith & Vela,
2001). Collectively, these findings suggest thatheneficial impact of variation on learning,
which constitutes an operating rule of the humamiieg and memory system, holds broadly
across different instantiations of that rule (Ctmes & Bjork, 1991; Schmidt & Bjork, 1992;
Soderstrom & Bjork, 2015).
Practice retrieving information from memory

Besides questions surrounding how to scheduleilegranother very important question
involves the activity or activities that one shoelijage in while learning—that ishat one
should be doingvhile learning knowledge and skillSurveys have shown varying levels of
popularity for a variety of common learning methodsluding summarization, copying,
highlighting, and more. One technique, howevemmmnly tops the list (Hartwig & Dunlosky,
2012; Kornell & Bjork, 2007; Morehead et al., 2056g also Bartoszewsi & Gurung, 2015): 66-
89% of students at levels ranging from secondamgaicto undergraduate education report the
frequent use afereading—that is, repeatedly reading course materials lserahformation (in
some cases, the terms rereading, restudying, &emiag are used interchangeably, with all
three terms often referring to the same or sinatdivities). In several surveys, rereading even
ranks as students’ top learning strategy (e.gk»Di¥osefina, Camp, Kester, & Kirschner, 2019;
Karpicke, Butler, & Roediger, 2009). It is perhdipsng then that rereading and restudying are
often the methods that first come to mind when logezr's the phrases “studying for a class” or
“study techniques.” Even the word “study” can ignpuch methods.

Given a flawed mental model wherein the procesgaing information in human
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memory is assumed to be similar to storing inforamabn recording devices or computers,
rereading can seem quite sensible. Such a motliletiy to include the notion that the more one
is exposed to information, the more ingrained &drees in memory, and is also likely to include
the idea that any gaps in knowledge from an ingradoding event, such as if there were
momentary interruptions in sensory data or othstractions, might be filled in via the repeated
exposure that rereading provides. A body of eroginesearch, however, reveals that although
rereading (and reviewing) can yield some learniegdfits (e.g., improved memory after the
second reading of a text as in Rawson & Kintscld520those benefits are minimal-to-
nonexistent in many cases and may not accrue fratipte attempts (e.g., Callendar &
McDaniel, 2009). In fact, in-depth reviews havedoded that rereading is generally inefficient
and ineffective (Dunlosky et al., 2013; Pashlealet2007).

An alternate technique—one that is, in many wayes piolar opposite of rereading—does
however reliably enhance learning. That metmettieval practice involves attempting to
recall information from memory, such as by cueinthwilashcards or taking a practice test. The
results of that action are emblematic of anotheragjing rule of the human learning and
memory system: Retrieval is a “memory modifier’@Bq, 1975, p. 123). Specifically, the act of
retrieving information from memory does not resala verbatim replaying of that memory, as
occurs with computers or video cameras (and contoathe belief that memories are immutable,
which 29-40% of respondents in some surveys engms8&imons & Chabris, 2011, 2012).
Rather, retrieval practice strengthens the lateessibilityof information in memory, in part by
decreasing the access of competing informationgkvAnderson, Bjork, and Bjork (1994)
labelledretrieval-induced forgetting.

The finding that retrieval practice enhances leagna phenomenon that is more
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commonly known as theesting effegtranks alongside the effects of distributed pcacts
among the most robust phenomena in all of psychicdbgesearch (for reviews see Dempster,
1996; Dunlosky et al., 2013; Roediger & Butler, 20Roediger & Karpicke, 2006; Roediger,
Putnam, & Smith, 2011; for meta-analyses see Adesbgvisan, & Sundararajan, 2017; Pan &
Rickard, 2018; Rowland, 2014). Numerous theorkticaounts have been proffered to explain
the effects of retrieval practice, including gaiimshe storage strength of retrieved items (e.g.,
Halamish & Bjork, 2011; Kornell, Bjork, & Garciap21), the elaboration of memory traces
(Carpenter & DeLosh, 2006), updating of contexfaeatures (Karpicke, Lehman, & Aue, 2014),
the formation of new memories (Rickard & Pan, 2Q0&and others. Crucially, retrieval practice
is not a passive activity wherein learners simplycpss external information. Rather, in a
process that is often more challenging than rergpdi reviewing, learners make efforts to recall
what they have previously learned, and in doingastiyely strengthen later access to that
information.

The benefits of retrieval practice have been ssgfodly demonstrated in over 200 studies
to date, including for diverse sets of materialsggiag from vocabulary words to images (for a
listing, see Rawson & Dunlosky, 2011), at extendention intervals (e.g., Carpenter, Pashler,
& Cepeda, 2009; Pan, Cooke, et al., 2019), withnkera of different ages and memory abilities
(e.g., Meyer & Logan, 2013; Pan, Pashler, PotteRi&kard, 2015), in classrooms (e.g., Jones et
al., 2015), and relative to rereading (e.g., Ca&i®ashler, 1992), highlighting (e.g., McDaniel,
Howard, & Einstein, 2009), concept mapping (e.@rpicke & Blunt, 2011), and other methods.
Multiple forms of retrieval practice have also bestwown to be effective, including practice-test
formats such as free recall (e.g., Darley & Murdd¥71), short answer (e.g., Duchastel, 1981),

recognition (e.g., Hogan & Kintsch, 1971), and nplét-choice (e.g., Little, Little, Bjork, &
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Angello, 2012), as well as via open and closed-dests (e.g., Agarwal, Karpicke, Kang,

Roediger, & McDermott, 2008), via purely mentalakattempts (e.g., Smith, Roediger, &

Karpicke, 2013), and more.
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Figure 4 Effects ofrestudyingversusetrieval practiceon learners’ beliefs and actual learning.
Participants used restudy or retrieval practiceaon English word pairs and then estimated how
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well they had learned using the two techniquesarhers predicted greater recall of restudied
word pairs on a 24-hr delayed test (left panel)enghs the opposite actually occurred (right
panel). Figure adapted with permission from Sgirdature. Source: Tullis, J. G., Finley, J.

R., & Benjamin, A. S. (2013). Metacognition of ttesting effect: Guiding learners to predict the
benefits of retrievalMemory & Cognition41(3), 429-442.

Besides the robust effects of retrieval practiceaiention, a growing body of research

has demonstrated that the technique can also iragramsfer as well (for review see Pan &
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Rickard, 2018). For instance, practicing recail eahance learners’ ability to apply knowledge
to new scenarios (e.g., Hinze, Wiley, & Pellegria013), draw inferences (e.g., Eglington &
Kang, 2018), and in the case of medical educa&ween treat new patients more effectively (e.g.,
Larsen, Butler, Larson, & Roediger, 2013). A négadxample involves a study by Butler (2010)
in which students read encyclopedic text passaggsheen retrieved or restudied concepts from
those passages. A week later, a transfer tesadragistered wherein the students had to apply
what they had learned to solve new application jues The questions were especially
challenging in that they were drawn from a différiemowledge domain that the students had not
previously learned (for example, given trainingasopassage about bats, the transfer test featured
guestions about aircraft; students had to generaltzat they had learned from bats to aircraft).
Prior training using retrieval practice resulte®#? average better transfer test performance
than prior training using rereading. That ressilhot just another example of retrieval practice’s
impressive capacity to support transfer; it is ohthe few demonstrations of success$éul
transfer—that is, from one knowledge domain to another—anehtirety of learning research.
Unlike some other desirable difficulties, retriepeactice is, in fact, relatively widely
used in the form of practice quizzing and flashsar8urveys reveal that 60-72% of students list
self-testing as a common learning strategy (Dirkale 2019; Hartwig & Dunlosky, 2012;
Kornell & Bjork, 2007; Morehead et al., 2016). Tim@st commonly stated reason for engaging
in retrieval practice, however, is diagnostic; 4B46report using practice tests to determine how
much one has learned and/or the efficacy of ptizahgng activities. Such motivations are in
keeping with the traditional function of tests, waliniare primarily used for assessment. One
exception involves flashcards, which 60% of studémtone survey reported using to aid

memorization (Wissman, Rawson, & Pyc, 2012; althosge Husmann & O’Loughlin, 2019).
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Additionally, only 18-27% of surveyed students ersgaretrieval practice as more effective than
restudying, and in one study, 57% even statedttiegtwould prefer to restudy than practice
retrieval (Karpicke, 2009). Similarly, when lears@re given the opportunity to experience both
restudying and retrieval practice, they tend toasadtimate the benefits of the latter (e.qg.,
Kornell & Son, 2009; Tullis, Finley, & Benjamin, 28), as shown in Figure 4. It is therefore the
case that retrieval practice is not an entirelgdétten or overlooked desirable difficulty. Rather,
it is a misunderstood one, and another exampleeohéed to modify mental models of human
learning to more accurately reflect its operatinggples.
Treat errors aslearning opportunities

Human beings generally share, and often reinfoyc&arning against or punishing, an
aversion to making errors or mistakes. That agars justified in many circumstances—after
all, errors can often lead to damaging and undeleirgonsequences. It is perhaps unsurprising
then that the avoidance of errors is prominent amynearners’ mental models and in a wide
variety of education and training contexts: As eghas, teachers and students in mathematics
courses in the U.S. often minimize and avoid disitigserrors (Stevenson & Stigler, 1994;
Stigler & Hiebert, 2009), some military trainingograms actively discourage the committing of
errors from the outset of instruction (Bjork, 20080d in professional domains such as nursing,
practitioners often have a defensive reaction tkingaerrors and avoid discussing them entirely
(Meurier, Vincent, & Parmar, 1997). Further, givtbat errors are often rare or completely
absent after expertise in a skill has matured,a gioavoiding errors during training would seem
to be sensible. Even some prominerit 26ntury psychologists (e.g., Bandura, 1986; Skinne
1953; see also Ausubel, Novak, & Nanesian, 19¢Rjrred by the now disproven belief that

making errors always increases the likelihood efrthrecurrence, maintained that errors should
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be entirely avoided. That wholescale aversionrtorg is, however, unjustified. In fact, a
growing body of research (for review see Metcaf&l7) has revealed another operating rule of
the human learning and memory system: Training itimmg that allow for and even foster the
occurrence of errors can be desirable for improvatgntion, transfer, or both.

Research on learning from errors provides someatfigr the aphorism that “mistakes
are the best teachers™—that is, errors and mistateeperhaps not always thestteachers, but
are often quite helpful nonetheless. For instaaceries of empirical studies has demonstrated
that failing to provide the correct answer to asjios (such as the location of a country or the
name of a particular person), followed by viewihg torrect answer, often yields better memory
for the answer than simply viewing the answer ftbeoutset (e.g., Kornell, Hays, & Bjork,
2009; Pan, Lovelett, Stoeckenius, & Rickard, 2@i@hland, Kornell, & Kao, 2009). In other
words, making errors can improve retention relatovaot making any errors at all, as long as
the errors are followed by correct answer feedlfbiglys, Kornell, & Bjork, 2013). Typically,
the question and correct answer have to be seraintielated in order for the error generation
and feedback process to yield learning benefits,(&rimaldi & Karpicke, 2012; Huelser &
Metcalfe, 2012; Knight, Ball, Brewer, DeWitt, & Mg, 2012), a pattern suggesting that the to-
be-learned materials should correspond to backgr&nowledge levels that enable plausible, if
incorrect, guesses. The benefit of making errorsrfemory is often especially strong for errors
that are made with high confidence (e.g., Buttktfé Metcalfe, 2001, 2006; Cyr & Anderson,
2013; Metcalfe & Finn, 2011, 2012). That phenomermown as thaypercorrection effect
may stem from the heightened degree of surprigdd@heners experience upon seeing the correct
answer (e.g., Fazio & Marsh, 2009).

Besides improving retention, error generationoiokd by feedback can also improve
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transfer. For example, lvancic and Hesketh (20@@) trainees practice driving through a 4.8-
kilometer roadway course on a driving simulatohe Tourse featured a series of potential
obstacles, including blocked lanes, blind curves, lsigh winds. In the error training group,
trainees were immediately stopped and notifiedH@eform of a police siren and ticket) if they
had engaged in any unsafe driving maneuvers, suolgotiating a curve at excessive speed. In
the errorless training group, trainees completedraion of the course that was modified such
that the obstacles, although still present, didanevent trainees from reaching their destination,
and the trainees were not stopped for their dridelgaviors in any circumstance. On a
subsequent test involving a different set of odetadhe error training group exhibited safer
driving behaviors, better ability to negotiate ea€lhe obstacles, and fewer crashes overall.
That result illustrates the value of learning fremors, both in terms of improved subsequent
performance and better ability to handle new chaks. Similar results have been obtained for
the case of problem-solving practice (e.g., KaR008; Kapur & Bielaczyc, 2012; see also Van
Lehn, Siler, Murray, Yamauchi, & Baggett, 2003),estin initially attempting and failing to
solve a difficult problem in domains such as physfollowed by practice in effective solution
strategies—a strategy known@®ductive failure—can improve the ability to solve new
problems (relative to a strategy of practicing vatsily-solved problems or receiving more
detailed instructions from the outset).

Although formal research on learners’ beliefs regay the utility of making errors is
currently sparse, there is some empirical evidénaethe value of errors as educational tools is
substantially underappreciated: For instance, Huelsd Metcalfe (2012; see also Potts &
Shanks, 2014) reported that undergraduate studenssstently rated error generation followed

by immediate feedback as less beneficial than sirsipidying correct answers. That pattern,
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which is depicted in Figure 5, held in cases wieaening from errors doubled the rate of
successful recall on a retention test. The findivag learners do not recognize errors as learning
opportunities is also broadly consistent with tfreg@mentioned anecdotal evidence of the

widespread aversion towards, and de-emphasis d&inmarrors.
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Figure 5 Effects ofstudyingversuserror generationon learners’ beliefs and actual learning.
Participants learned English word pairs via threghwods: study a given pair for (a) 5 seconds or
(b) 10 seconds, or (c) attempt to guess for 5 six;dollowed by 5 seconds of correct answer
feedback érror generation + feedbagk Participants ranked the 5-second study conddmthe
most effective for learning. However, as evidemtaosubsequent recall test, generating errors
yielded, by far, the best learning (related worat pesults shown). Figure adapted with
permission from Springer Nature. Source: HueBed,., & Metcalfe, J. (2012). Making related
errors facilitates learning, but learners do naivnt. Memory & Cognition40(4), 514-527.

How learners interpret and internalize their owmmes may also impact their subsequent

ability to handle challenging tasks. For instarfgtin and Croizet (2012) had sixth grade
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students attempt easy or difficult anagram problefrtse easy problems could all be solved with
perfect accuracy, whereas the difficult problemsenmpossible to solve within the allotted
period of time (thus giving students the experienfceomplete failure). Of the students that
experienced the difficult anagram problems, halfengart of a “reframing” condition that was
told to consider difficulty as a normal and helpfoimponent of the learning process (a similar
approach to that taken in other research involwrogivational mindsets, e.g., Oyserman,
Elmore, Novin, Fisher, & Smith, 2018). After priaatg, all of the students took a challenging
reading comprehension test. On that test, studienit® reframing condition scored an average
of 18% and 30% higher, respectively, than the sitglihat had easy and difficult problems
without reframing (a result that the authors attiéal to changes in intellectual self-worth and
working memory capacity). Thus, without the reatiian that errors and failure are integral and
helpful components of successful learning procesbesact of making errors can reduce
motivation and decrease future performance. Toatlasion heightens the importance of
updating mental models of human learning to reflleetvalue of errors as learning opportunities.
Collectively, the findings of learning science rass# on the benefits of errors for
retention and transfer suggest that educatiomitrgj and operational practices that
accommodate or even emphasize learning from earergistified. Some institutions and
professions already feature such practices, witly @dopters including the U.S. Army and their
use of after-action reports, wherein mistakes satuated and strategies for improved scenario
responses are proposed (Bjork, 2009), as welleasdmmercial aviation industry and their
switch to non-punitive error reporting systems ghiedich, 2000), which emphasize transparency
about errors in order to facilitate learning framemn. Additionally, it should also be noted that

other desirable difficulties, including interleagiand retrieval practice, also often yield more
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errors than blocking and restudying, respectivdliie fact that errors can be helpful for learning
may in fact further add to the desirability of tedechniques.
Principle 3: Regard Forgetting as a Facilitator ofLearning

With computers, video cameras, and other man-rdediees, the location where
information is permanently stored, which usualkesthe form of a disk or hard drive, is
typically its most valuable component. What matked location valuable is not its physical
composition but what it contains: Memories in tbenf of electronic data. Deletion or
overwriting of that data can be a substantial klEsause it renders previously “saved”
information unrecoverable, with the only resortrigeio re-record or re-input the data if possible.
Similarly, many learners possess mental modelseum@argetting—that is, the inability to
recall something that was previously recallableg@ger, Weinstein, & Agarwal, 2010;

Tulving, 1974)—is considered to be a highly undase outcome, an irreversible event, and
even the polar opposite of the goals of successfwmhing and remembering (Bjork, Bjork, &
MacLeod, 2006).

If the human brain functions in ways similar to qarters and other man-made devices,
then it would indeed be the case that forgettingnidesirable, except, perhaps, when one’s goal
might be to obliterate some upsetting or embamgssiemory. In the everyday functioning of
human learning and memory, however, forgettingudiom always undesirable or akin to the
erasure of data from a hard drive (for reviews disdussions of forgetting mechanisms see
Bjork, 2003; Bjork et al., 2006; Roediger et aD1R; Wixted, 2004). In fact, as a general
operating principle, forgetting is an adaptive &edeficial function of the human learning and
memory system (Bjork, 1978), and perhaps countatinely, forgetting can be regarded as a

facilitator and even a “friend of learning” (BjorRQ15, p. 15; see also Bjork, 2011).
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A primary reason why forgetting is adaptive isdnese not all information warrants recall
at any given point in time. A classic example ilwes remembering where one’s car is parked
or where one’s hotel room is located (e.g., Bj@®].1), wherein it is far from optimal to
remember where one parked one’s car yesterdayweek ago, or what one’s hotel room
number was at last year’s meeting of some orgdaizatin such situations, it is inefficient to
recall all previously memorized locations and teghthrough them to decide which is most
current. Many computers and other man-made devicegever, require exactly that. For
example, a computer keyword search typically retseall instances of that keyword, and even
in more advanced systems, a selection of the reosht matches that then requires further
examination. The human brain uses a more effiggategy: It remembers the current location,
if not always perfectly, and inhibits prior, legdavant ones (Bjork & Bjork, 1988; for related
evidence see Anderson & Schooler, 1991). Thattadaforgetting process, which occurs on a
regular basis (except for rare cases of superimbagraphical or episodic memories, wherein
the lack of forgetting can be highly distractinglamdesirable; e.g., Luria, 1968; Parker, Canhill,
& McGaugh, 2006), distinguishes the human lear@aing memory system from that of man-
made devices.

Moreover, forgetting is qualitatively different umans: Whereas the deletion or
overwriting of data in a computer or video camergenerally infrequent and usually
irreversible, forgetting in humans is a common pescand involves losing the ability to retrieve
a given memory at a given moment but not its iroaabe loss from long-term storage (i.e., from
the perspective of Bjork and Bjork’s (1992) NToffefrieval strength but not storage strength is
lost). Consequently, human beings can relearmtfiden” information with greater efficiency

when needed.
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It is also the case that what is accessible in mum@mory is volatile and cue dependent
in ways that are both unique and adaptive. Thhgnithere are competing memories, the most
accessible memories tend to be those most assbwevdtecurrent situational and environmental
cues. lItis also the case that in the retentiozoaipeting information and skills there tends to be
a shift in access towards primacy over time—thatoiwards the first-learned skill or
information—especially across a retention intewhén the more recently learned skill or
information is not being accessed. Such “regresstfects (Bjork, 2001) tend to be adaptive,
overall, because the various circumstances thabl#uke disuse of more recently acquired skills
and information are often those in which informatar skills learned earlier are again relevant.
That there can be such shifts from recency to pryntkoes not tend to be understood by learners
(see Storm & Bjork, 2016).

Forgetting is not just adaptive for everyday liviftigcan also benefit the acquisition of
knowledge and skills. In particular, many of tlemditions that can be classified as desirable
difficulties, including distributed practice andenleaving, yield substantial forgetting during
training or practice (Bjork, 1994a; Bjork & BjorR011). In fact, forgetting itself appears to be
crucial to the efficacy of many desirable diffice#f (for discussion see Bjork, 2011). According
to the NTofD, training conditions that do not produmuch forgetting during training, such as
massed practice, increase retrieval strength éneshort term but do not yield the
corresponding changes in storage strength thatearessary to support long-term retention and
transfer. Conversely, conditions that do producgdtting during training, as evidenced by
reduced retrieval strength, can yield the necesgains in storage strength (Bjork & Bjork,
1992). As an example, crammed study of a lisaofs can improve the ability to recall those

facts over the short term, but yields substantiedétting over the long term; in contrast, spaced
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study will yield more forgetting in the short tefire., across study attempts) but better memories
for those facts over the long term. Other accoahfergetting’s beneficial impacts on learning
include that forgetting results in the encodingnmafre contextual cues over time (Estes, 1955a;
see also Bower, 1972); that retrieval processeswinccur after forgetting has taken place
require more effort and are more efficacious assalt (e.g., Pyc & Rawson, 2009); that
forgetting causes learners to engage in more preBlaving activities (Jacoby, 1978); and for
the case of physical tasks, that there is mor@&adihg” of motor programs (i.e., neural
representations that underlie task execution) vibegetting has occurred (Lee & Magill, 1983).

Besides mischaracterizing the adaptive and beaéfigie of forgetting, many learners
are also unable to accurately estimate the amduotgetting that occurs over time. Multiple
empirical studies have demonstrated the existehastability bias—that is, the tendency to
believe that the current accessibility of inforreatin memory will remain constant over time,
rather than be enhanced or attenuated due to fioiger other processes (e.g., Kornell & Bjork,
2009; Kornell, 2011; see also Ariel, Hines, Hertzd@14; Koriat, Bjork, Sheffer, & Bar, 2004).
That bias may stem from overconfidenperceptual fluencyi.e., a sense of familiarity with the
materials that one is trying to learn; e.g., Re&&®&itter, 1992; Undorf, Zimdahl, & Bernstein,
2017), orretrieval fluency(i.e., the ease with which information can be Hedae.g., Benjamin
& Bjork, 1996; see also Benjamin, Bjork, & Schwart®98). Underestimates of forgetting can
also lead learners to overestimate the efficagg@ading, restudying, and other suboptimal
study strategies, and avoid using more potent ilegutechniques as a result.

Overall, forgetting ranks next to the learning-wes#performance distinction as one of the
most misunderstood aspects of the human learnidgreamory system. In human beings,

forgetting occurs in a dramatically different fashifrom broadly analogous processes in
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computers and other man-made devices, has manfidaehaspects that belie its generally
negative reputation, including being a vital comgminof many effective learning methods, and
manifests in ways that learners are often not wadibrated to predict. As such, it is crucial that
accurate mental models of the human learning andanesystem classify forgetting processes
as both essential and adaptive for its optimumtfaning.
Principle 4: Do Not Be Led Astray by Neuromyths

Students’ and instructors’ mental models of hungamriing are susceptible to flaws other
than the human-as-a-computer analogy. These moadlsie other beliefs that might seem
highly plausible, even to fairly sophisticated camers of scientific knowledge, such as:
Instruction and training should be geared towadividual “learning styles;” differences in brain
hemispheric dominance dictate how effectively analile to learn (i.e., “left-brained” vs. “right-
brained”); humans typically use only 10% of theiaib capacity; one can learn to become a
highly efficient multitasker; brain training gamgeld broad improvements in cognitive
capabilities, and more (Dekker, Lee, Howard-Jo&edlles, 2012; Herculano-Houzel, 2002;
Howard-Jones, 2014; Kirschner & van Ménhboer, 2013; Simons et al., 2016; van Dijk & Lane,
2018). Each of these claims, however, can be catrgl as ameuromyth(Crockard, 1996)—
that is, an unscientific idea about how the braamks (or when discussing learning and
education more specifically, @aumyth. None enjoy strong empirical support. In félogre is
substantial evidence to conclude that each of taEssementioned neuromyths is misleading or
downright false. Yet such beliefs continue to rsn some cases for decades.

A major reason why neuromyths are prevalent isttiey are intuitively appealing.
Neuromyths appear to account for various learnimgnpmena or convey plausible ideas about

one’s supposed learning capacities. For instasarage neuromyths can excuse a lack of learning
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or poor performance (e.g., perhaps one did nohle@tl in a course because it was not taught in
a manner that fit their individual characteristios; one might simply not be “wired” to learn
mathematics or some other domain). Endorsing batafs tends to absolve the learner of any
responsibility for their own learning outcomes, for, parents, give license to blame instructors
for subpar academic performance (Pashler, McDaR@hyer, & Bjork, 2009). Other

neuromyths suggest latent capacities of the hueeminhg and memory system that are highly
attractive (e.g., if one could tap into the “90%toé brain that is typically left unused,” then
imagine what heights one could reach; or, if omered to multi-task or used the most effective
brain training games, then perhaps one might be@iigeto acquire new knowledge and skills
with far greater speed and efficiency). In som&esabelievers of such neuromyths can find
validation in the literature, but typically via glies that are methodologically flawed, poorly
researched, rely solely on correlational evidem@e conducted by researchers with financial or
other conflicts of interest, or were publishedasd-than-rigorous scientific journals (for
discussions see Cuevas, 2015; Pashler et al., 30®@ns et al., 2016). Such studies sometimes
also receive mainstream media, online, or othespceverage, where they further contribute to
the prevalence and longevity of neuromyths.

Perhaps the most pervasive of the neuromythatsoftindividual “learning styles.” In
every country surveyed to date across at leastdontinents, members of the public and
educators commonly endorse the claim that indivgllegarn most effectively when instruction is
tailored toward their preferred manner of learningjt via visual, auditory, kinesthetic, or other
modes (by that account, a “visual learner” sholidhgis receive instruction via graphical
presentation, an “auditory learner” should onlyrhiaatructional content, and so on). Surveys

typically report 85-90% respondent agreement withlearning styles neuromyth (e.g., Dekker
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et al., 2012; Gleichgerrcht, Lira Luttges, Salvaeez Campos, 2015; Morehead et al., 2016;
Newton, 2015; Pei, Howard-Jones, Zhang, Liu, & 2b15; Rato, Abreu, Castro-Caldas, 2013;
Scott, 2010; Tardif, Doudin, & Meylan, 2015). ligament with such beliefs, the mandatory
administration of learning styles inventories, tise of learning styles workshops and consulting
services, and attempts to modify instruction téefputative learning styles have become
increasingly popular (Pashler et al., 2009). Camytto popular opinion, however, in-depth
reviews of the research on learning styles—whetedrigold standard” of evidence includes
studies in which the method of instruction is expentally manipulated to match or not match
students’ preferred learning styles, and the oue=abjectively measured—have found no
compelling evidence to support their utility (e @yevas, 2015; Pashler et al., 2009; see also
Coffield, Moseley, Hall, & Ecclestone, 2004; Kampthi& Bates, 1980; Stahl, 1999;
Willingham, Hughes, & Dobolyi, 2015). In fact, masmpirical studies have shown zero benefit
of matching instruction to learning styles (e.ghoCet al., 2009; Cook, Thompson, Thomas, &
Thomas, 2009; Massa & Mayer, 2006), and in somes;assearchers have concluded that
specific instructional techniques (e.g., the useffictive study strategies) benefit the vast
majority of learners regardless of their prefedesatning style (e.g., Constantinidou & Baker,
2002; Cuevas & Dawson, 2018; Husmann & O’Lough2idg 9).

Despite the lack of evidence for learning styles aseful educational concept, learning
preferenceamong individuals (such as differences in one’sqeal appreciation for a given
method of instruction, content domain, or learri@chnique) most assuredly exist (Brown et al.,
2014), along with differences in learniagtitude, background knowledge, and more. Taigprin
instruction to ability levels, such as using preetproblems that are appropriate in difficulty for

learners’ training or knowledge levels at a givempin time, can have benefits (for discussions
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see Brown et al., 2014; Pashler et al., 2009; Wgham et al., 2015). Tailoring instruction to
individual learning styles or preferences, howeigusually not beneficial (Kirschner & van
Merriénboer, 2013). Moreover, unlike learning stylesdabisistruction, many of the learning
techniques that qualify as desirable difficultiestetuding distributed practice, interleaving, and
retrieval practice—have been established to bedyafective, including for different types of
materials (for reviews see Cepeda et al., 2006;8PRickard, 2018; Rawson & Dunlosky,
2011), for learners of diverse ages, (e.g., Madd®alota, 2015; Meyer & Logan, 2013; Vlach,
Sandhofer, & Kornell, 2008), across different levet memory ability (e.g., Pan, Pashler, et al.,
2015; Sana, Yan, Kim, Bjork, & Bjork, 2018), and mo These evidence-based learning
techniques enjoy substantial empirical supportsiadd a much greater chance of enhancing
learning for different learners and across a waleéicircumstances.

In summary, accurate mental models of human legrsiould incorporate, as a basic
principle, the fact that various popular and segeateuromyths do not reflect the actual
functioning of the human learning and memory systéhore broadly, the prevalence of
neuromyths further illustrates the gulf betweenress’ mental models of learning and reality:
Even when human beings accept that they learn ys waat differ from that of computers or
other man-made devices, they can fall prey to imate, even fanciful, ideas about how the
human learning and memory system operates.

Concluding Comments

In this chapter we have endeavored to say bothhaking an accurate mental model of
how human beings learn is critical to optimizingtmiction and self-regulated learning and why
learners are prone to having faulty models. Warsuthat learners should adopt a mental model

that includes four basic operating principlesi€grning and performance are not synonymous;
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(i) introducing difficulties into the learning pcess can, in certain situations, yield more durable
and flexible learning over the long term; (iii) émtting is an essential and adaptive process that
benefits learning; and (iv) neuromyths and othesupported claims about the human learning
and memory system can lead learners astray.

We subtitled this chapter “towards an owner’s mahuather than “an owner’s manual,”
because there remains much to be learned. leighong, for example, to say that interleaved
practice can enhance long-term retention and teanisiit it is another to say how the benefits of
interleaving, if any, depend on the relatedness‘andnk size” of what is being interleaved, on
the level of prior learning that a given learnangs to the instruction or practice that is reqdire
in a given domain, and so forth. Similar consitieres apply with respect to the other
“operating principles” we have discussed. Learrsognce research promises answers to these
and further questions in the years to come.

There are motivational issues as well. Even iflees are convinced in a kind of
academic way that difficulties can be desirablat thaking errors can enhance learning, that
forgetting can enhance learning, and that a higél lef current performance may be a product of
current conditions and constraints rather thanaid&arning, making efforts to actually
incorporate procedures and processes that createsa of difficulty, increase errors, and reduce
current performance is a lot to ask, especialbuih procedures and practices go against one’s
habits and how one was taught. From that stantdgmécoming a maximally effective learner—
or teacher—is no easy task.

As we argued at the beginning of this chapter, ghoinowing how to learn is the
ultimate survival tool in our “ever more complexdamapidly changing world,” so the rewards of

incorporating the operating principles we have ussed are considerable. With improved
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mental models, learners stand to more fully capiabn the impressive capabilities and potential

of the human learning and memory system.
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