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INTRODUCTIQW

Inferences concerning the nature of simple verbal assoclation have
been based primarily on measures of average performance during the learning
of lists of paired associates. There is some evidence, however, that the
learning of any single paired asscciate in a 1ist may exhibit effects
idiosyneratic to the spacing of its presentations whiech are lost in the
averaging of performance messures for all items; the particular sequence
of intervals sepérating the presentaticns of any given paired associate
may result in significant shori~. and long-term effects peculiar to the
seguence.

This dissertation focuses on the learning of the individual members
of a list of paired associates rather than on the overall learning of the
list. The conceptual and experimental streés of this paper is on the
acquisition of ﬁhe individuval members as a function of the spacing se-
guence bhetween their presentations.

The experimental behavior with which this dissertation is most
directly concerned is the learning of paired associstes by means of a
series of anticipation trials. An anticipation trial begins with the
presentation of g stimulus to which the subject attempts to anticipate
the correct response and ends with a presentation of the correct response
(reinforcement).

It is customary in paired-associste experiments which utilize the
anticipation method to present one randomization of the list to be learned,

then another, and s0 on until the end of the experimental session. Con-



gider, in such an experiment, the presentations of any particular paired
associate. The interval, filled with interpolated presentations of other
itéms, between any two successive presentations of the item varies from

a few seconds to a number of minutes in the usual experiment; i.e., the
number of other items which intervene between two cccurrences of the given
item in coﬁsecutive randomizations of the list varies from zero to twice
the number of other items in the list. Thus any one pailred associate, dur-
iﬁg the course of an experimental sesslon, is characterized by a specific
sequence of intervals between its presentations.

In general, there are two maiﬁ ways in which the interval hetween
two presentations of an item could affect the performange on_the item.
(1) The subject's immediate memory for the item may vary'inversely with
“the length of the interval; if so, performance on a trial following a
short interral will be better than performance on a trial following a
long interval. (2) The éffectivenESS of the reinforcement occurring on
a2 trial, as reflected by performance on later triéls, might vary as a
function of the interval Since the preceding presentaticn.

Chapter 1 of this paper presents a preliminary survey of scme
progress and problems in the study of simple asscciaticn that are es-
pecially relevant to the present study. Chapters 2, 3, and 4 present
the méthod, results, and theoretical analysis of an experiment designed
to allow direct analysis of the idiosyncratic effects on paired-asso—

clate learning of specific presentation seguences.



CHAPTER 1

SOME PRCGRESS AND PRCOBIEMS: A PRELIMINARY SURVEY

Since the middle 1950's, research in the areas of short-term
memory and paired-associate learning has resulfed in considerable
progress relevant to the present study. This progress derives from the
Joint development of some experimentally fruitful conceptions of the
learning-memory process and some conceptually fruitful experimental
procedures for studying short-term memory-learning.

The One-Blement Model

One very Important theoretical advance was the development of the
simple all-or-none (one-element) model for verbal association (Bower, 1961
Estes, 1961). The one-element model assumes that there is no partial
learning; s given paired associate is either in a perfectly learned state
or an unlearned guessing state. Any opportunity to learn an unlearned
association (the pairing of stimulus and response) has an all-or-none
effect: +the association is either learned completely or noi learned at
all with fixed probabilities ¢ and 1l-c , respectively.

There are two reasons way the all-or-none model is so important.
Fifst, in certain ideally simple experimental situations, the model
predicts numerous statistics of performance during learaning with striking
accuracy. oecond, when in more complex situations, the leasrning does not
conform to the predictions of the all-or-none model, the specific way in

which it differs is often instructive.



The learning of a list of paired associates by the anticipation
method usually corresponds well with the predictions of the one-element
model when (1) the stimuli are simple and easily discriminated, {2)andthe
responses come from a well-learned set, are few {two or three)j and are
each paired with the same number of stimuli. A primary example of such
an experiment and the accuracy with which the ail-or-none model accounts .
| for the learning is reported by Bower (1961).

If the experimentzl situation Jjust described is changed along

_one or more of several dimensicns, the (observed) learning tends to.
diverge from the predictions ¢f the all-or-none model. Even in the

"ideal" cases, however, it appears to the present author that there are
aspects of the data which cannot be accounted for by the one-element

model. In spite of the accuracy with which the models fit a variety

of statistics averaged over all items, this paper contends that per-
formance on individual items is subject to immediate memory effects not
predicted by the model. The most epparent instance of such effects should
occur in the standard anticipation procedure when a paired asscciate
presented last in one randomizaticon of the list is presented first in

the next randomization. Since no other items intervene, it seems reasonable
to expect that performance con the second of the two presentations shouid
be essentially perfect, due to the subject’s short-term memory, independent
of the performance level prior to the presentation.

One could auvugmernt the one-~element model, however, to include a
short-term memory state. Assume that, on any one trial a paired associate

can be in any one of three states: unlearned (U), learned (L), or



short-term memory (S). The sybject responds correctly with probability
one if an item is in the learned or short-term memory states and with
only chance (guessing) probability if the item is in the unlearned
state. The effect of a reinforcement ard the effect of an intervening

trial on the state of an item are shown below.

THE EFFECT OF A REINFORCEMENT :

Ln+l Sn+l Un+1 P{correct|row state)
. . _ -
L 1 0 0 1.
n
2 c 1-c 0] 1
n
Un c 1l-c o | i g |

Ln+l Sn+l Un+l
L 1 0] 0
n
S 0 1-f f
n
Un ] 0 0 1

These two transition matrices summarize the assumed assccilative
and forgetting effects of a reinforcement and an interpolated trial,
respectively. Upon the presentation of an item in the unlearned or
short-term memory states, the item is permanently learned with proba-

bility ¢ or is stored in short-term memory with probabllity l-c..




With each intervening trial an item in short-term memory is forgotten
into the unlearned state with probability f..

Applied to the average learning of a list of paired associates,
this three-state (one-element forgetting) model differs only slightly
from the one-element model, especially if the forgetting rate, f , is-
large. In elther model there is a fixed probebility ¢ theat an unlearned
item will be learned as & result of a reinforcement. The only differen-
tiating predictions of the models derive from those instances in which
an unlearned item remains ih state S from the time of one reinforcement
of the item until the next test on the item. One statistic which should
reflect such instances is the mean proportion of correct responses prior
to the last error. The one-element model predicts only chance performance
before the last error and the memory model predicts somewhat above chance
performance before the last error. This difference arises because,
although in both models an item cannot be in the learned state prior to
the last error, the memory model sllows some items To remain in short-
term memory from which they are retrieved correctly.

The size of the difference between the predictions of the models
will depend on the forgetting rate, f , and the average number of in-
terpolated trials (which increases with the length of the list to be
learned) between presentations of any given item. To illustrate that
this difference is usually negligible, consider the following typical
situafion and parameter values: there are ten items in the list, g = .50
and f = .30 . The one-element madel predicté chance performance, g = .50,
prior to the last error. In this situation the average number of other

items intervening between successive presentations of an item is nine.
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Hence, for the one-element forgetting model, the approximate predicted

proportion correct before the trial of last error is

(1-£)7 " [1-(1-£)71g = (1-£)7(1-g) + g

(0,70)9(0050) + 0.50
= 0.52 .

The one-element forgetting model seems a promising model for the
1earning of individual paired associstes in those situations where the
one-element model accounts well for the average verformance. The model
predictes in detail the effects of any specific sequence of intervals
between the presentations -of any individual paired.associaten It containé
a reasonable geometric forgetiing assumption and when applied to average
performance measures it reduces, essentiaglly, to the one-eleﬁent model.
But, in spite of its promise, there is a collection of experimental
results which suggest that, to account for all the effects of spacing
schedules, some more elaborate extension of the one-element model is
required. The next section reviews some of these results with respect
to the general conception of paired-associate learning as a three-state
process. |

Three-State Models: Some Problematic Experimental Results

The one-element forgetting model is only one of many possible
three-state models. The general notion that on any trial an item may
be in either long-term (permanent) memory, dn éhort-term,(transient)‘
memory, or not in memory is common to models with very different

gesumptions concerning learning and memory. It seems worthwhile to




investigate whether any model within this general framework is adequate:
to account for the effects of spacing on the learning of simple paired
associlates.

The following experimental results from several different procedures
rajise some important considerations about the assumptions of an adequate
three-gtate model.

(1) The effects of a given interval between two successive presen-
tations of a palred associate appear to be more complicated than the
short-term nmemory loss postulated in the one-element forgetting model.
An experiment by Greeno (1964) illustrates that there may be significant
Jong-term as well as short-term effects of the igterval length, In one
condition of Greeno's experimen£ subjects learned a list of paired
associates by the anticipation method except that some items were
presented twice in each randomized btlock. The repetitions of the
repeated ltems were massed with only zero or one of the other items
intervening. Figure 1 shows the mean learning curve for the repeated
items and the mean learning curve for the nonrepeated items across the
randomized blocks. These learning curves suggest that when presentations
are spaced very closely their long-term efficacy, as measured by later
performance, is no better than a single presentation. Even though
performance on the sevond of each pair of massed repetitions is very
r'high owing to the subjects’ immediate memory, the second presentation
appears to add nothing to later performance.

On the face of it, Greeno's result implies that the probability

of learning out of a short-term memcry state is less than the probability
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of learning out of a guessing state and may be negligible. This resuls
is inconsistent with the assumption of the one-element forgetting model
that the probability of transition to learned state is independent of
spacing.

(2) The results of a "miniature” experiment by Peterson, Hillner, and
Saltzman (1962) suggest an even more complex interaction of the long- and
short-term effects of the interval between two presentations. Subjects
were presented with a running series of study trials and test trials.

On a study trial (R) both the stimulus and correct responée were presented;
on a test trial only the stimulus was presented. Each of a number of paired
associates had two study trials followed by a single test trial. The
study trials were separated by zero or four other trials,.and one, two,
four, or eight trials intervened between the second study trial and the
test trial. DPerformance on the test trial is shown in Figure 2 for each
of the two spaciﬁgs of the study trials as a function of the interval
between the second study trial and the test. The result that performance
on a test following four or eight trials is better the more the study
trials are spaced replicates, in general, Greeno's finding. But when the
test follows only one or two trials, performance seems better with the
study triszls closely spaced. Thus, the effect of the spacing between

two presentations as measured by later performance may depend on how

much later the performaﬁce 1s measured.

(3) In similar miniature experiments, one by Peterson, Wampler,
Kirkpatrick, and Saltzman (1963) and the other by Young (1966), the

results imply that there may be a limit tc the improvement of later

10



PROPORTION CORRECT

Rl-Rz INTERVAL = 4
7 - |

T e —— . — ——

R|-R; INTERVAL = 0

o I SO TR N B B B
i 2 3 4 5 6 7 8
RETENTION [INTERVAL {TRIALS}

_Figure 2. Mean Retention Curves for Different
Spacings Between a First and Second
Study Trial (Peterson, et al., 1962).

11




performance with an increase in the spacing of two study trials. In
both experiments a single test trial follows the gecond of two.study
trials after a fixed number of intervening trials. ZEight trials
intervened in Peterson's experiment and ten trials intervened in Young's
experiment. The Rl~ 32 interval between the two study trials, however,
was varied in both experiments. In Figure 3 the proportion df correct
responses on the test trial appears in both experiments to rise initiglly
and then drop slightly as the Rl - R2 iﬁterval increaées.

The resulits of the two preceding miniature experiments are for
experimental tasks somewhat different from the task of primary iﬁterest
to this paper, the learning of a list of paired associates. They do
illustrate, howéver, the likelihood that any three-state model adegquste
to account for all the effects of spacing will require a fairly complicated
short=-term memory structure.

(4) There are also some indications that the long=term and short-
term effects of a given inﬁerval betwéen presentations may change during
the course of an experimehfal_session, This poSsibilitj‘is inferred from
the results of standard anticipation.method experiments when the list of
paired associates to be learned is long {twenty or longer). Tn such experi-
mentg the learning rate is often slower during the early trials than during
the later trials and the conditional probability of an error given an
error on the preceding trial tends to decrease across trials. DBoth of
these effects could reflect an Increase in the probability of transition
to.the learned state across trials. They could also reflect instead, or

in addition, sn improvement across trials in the short-term memcry of

items not in the learned state.

12
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Calfee and Atkinson (1965) postulated a three-state "trial-
dependent-forgetting model" for such experiments. The model assumes
that only intervening items not in the learned state tend to interfere
with the short-ierm retention of other items. Hence, during the course
of an experimental session as more and more members of the 1list are
learned, short-term memory for items yet to be learned improves. The
model also aliows for different rates of learning out of the guessing
and short-term memory states. Thus, if learning is faster out of the
short-term memory state, the trial-dependent-forgetting model predicis
both an increase in the learning rate and an increase in the conditional
probability of an error given a preceding error (P(enlen_l)) across
trials. TFigure 4 compares the predictions of the trial-dependent-
forgetting model with the observed learning curve and P(en[en_l) curve
from an experiment reported by Calfee and Atkinson.

The predicted curves in Figure 4 are obtained from parameter
estimates in which the probvability of 1eérning out of the short-term
memory state {0.42) is almost four times the probability of learning out
of the guessing sﬁate (0.11). Thus, there seems to be an inferred but
fundamental conflict between the results in Figure 4 and Greeno's results
. in Figure 1. 1In the former, the probability of transition to the learned
state is estimated to be higher from the short-term memory state than
.f;om the guessing state. In the latter, it appears that the probability

Of learning out of short-term memory is negligible.

1
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It is also possible that the guessing state should not be thought
of as a single state (Atkinson and Crothers, 1964). There may be a
difference between the effect of a trial on which the stimulus is familiar
and the response forgotten and the effect of a trial on which the stimulus
is unfamiliar. If the probabilities of transition to the learned and
short-term memory states.are lower from an unfamiiiarized guessing state
then from a familiarized-forgotten guessing state, learning should be
slower on the early trials.

Part of the difficulty in clarifying the effects of spacing on the
learﬁing and short-term retention of individual palired associates is
experimental. Most of the evidence about these effects in standard
list-learning experiments is inferential. When, in ﬁhe'typical experiment,
performance meaéures on all items are averaged togetﬁer the effects of
spacing are largely averaged away. The next section points out some of
the shortcomings of the standard anticipation procedure and suggests
some changes to'éllow a more direct study of spacing effects.

Experimental Analysis: Some Unforftunaite Properties of the Standard

Anticipation Method

There are two mseirn reasons in standard experiments thét the average
Tearning of a list of paired associates does not significantly reflect
the effects of spacing operative. on the individuasl members of the list.

(1) The typical procedure has.a structure which;'statistically,
avolds the interpresentation intervals most likely to have significant
effects, the very long arnd very short intervals. Considef any two

successive randomizations of a list of L paired associstes. The number

16



of other items interpolated between the presentation of any particular

item in the first randomization and its presentation in the second
randomization can vary from zero to 2L - 2 . In order for the number

of interpolaticons to be small the item must occur late in the first
randomization and early in the next, a statistically unlikely‘event.l

In order for the number to be large the item must occur early in the

first randomization and late in the next, ancther unlikely event. The
actual probability distribution cver the possible numbers of interpolations
is triangular. If In is the number of other items interpoléted between

the nEh and n+-1St presentations of a given item,

k + 1
2 k=0, 1, cooy, L= 1
P(In =) =
: - +
2L e(k 1) k=L, L+1, ..., 2L - 2,
L

Figure 5 presents, as an example, the distribution which occurs with a
ten-item list (L = 10} .

Given the high probability of interpresentation intervals close to
the length of the 1list in the standard procedure, the specific sequence
of intervals characterizing the presentaticns of an individual item does
not tend to exhibit much variation. In order for any effects of spacing
to be more apparent, the standard procedure needs to be changed so that

short and long intervals are more likely to occur.

lThis event is made even less likely by some experimenters who constrain
the randomization to prevent the occurrences of very short intervals.

17
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(2) The second reason that the effects of spacing on the acqui-
sition of individual items are not reflected in the learning of the 1list
is due to the averaging of performance measures for all items. Those
effects which do occur in the standard procedure are spread over all
items and trials by the averaging and subject-to-subject randomization
processes. If one's main interest is in list learning, it is cbvious why
bresenting a unique series of randomized cyclies of the list to each subject
is desirable... The procedure reduces the chances that effects pecﬁliar
to single items or presentation schedules, and not characteristic of items
or schedules in general, will color the performance on the 1ist.

Tn the study of spacing effects, it ig still important to randomize
across subjects the assignment of palred associstes to presentation seguences
to avoid confounding item differences with the spacing variable of interest.
But if is self-defeating to change presentaition schedules from subject to
subject. For example, if it is of interest to know the effects of having
only one interpolation between the second and third presentations of an
item. all subjects should have an item with that specific property.

The next chapter describes an experiment which modifies the
standard anticipation method in the ways suggested above. Tt is designed
to reveal more directly the learning and short-term retention of paired

associates in relaticn to specifiic seguences of interpresentation intervals.
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CHAFTER 2
METHOD

Design of the Experiment

In order to emphasize the differences between the experimental
method and the standard anticipation method, it is necessary to intro-
duce some conventions and notation. One possible source of confusion is
in the use of the word "trial." TIn what follows, the word "trial"” is used
to designate a single anticipaticn trial of the experiment and is not
used, as is often the case, to designhate the set of trisls on which the
various members of the list all have their nﬁh‘ presentation. The Wofd

" unless followed by "“of the experiment’” refers to the

"pregentation,’
presentation of any particular item.
The following notation is used to describe the experiment:

1, 8, «0oe, Ky ooy, L ¢ The members of a list of L paired associlates.

1, 2, «cees N; .. ¢ The trials of the experiment.
1, 2, veey ny v & The presentations of any one item.
Nﬁ.: The trizl number =i the nﬁh presentation

of & particular . ieum.

t = - W ¢ The number of tri=.s from the nﬂbh presen-
n n+l n
tation of an item urtil the n+1%° presen-
tation of the ite:n. (Note that tn equals
the number of int:vralated items plus one.)
(tl, tos eees tn) : The sequence of interpresentation intervals
(presentation senuznce) characterizing the

presentations of suy particular item.

20




The standard anticipation method was altered -in two  significant
ways in thils experiment,

(1} The randomized cycle structure of the standsrd anticipation
method was replaced by a procedural algorithm designed to generate a
series of trials in which any interpresentation interval in the range,
tn =1, 2, +..y 2L - 1 , is equally likely fto cccur. That is, for any

item k and presentations n, n+l ;)

‘ . 1 .
P(tn:J)‘:'éE—:TSJ“‘:ljg’ooo}aL"lo

Compared to the standard procedure, the algorithm was designed bto increase
the frequency of short and ilong intervals without changing either the
rangs or the averagé of the intervals generated. The Appendix contalns

a description of the algorithm along with some comments on its uses and
its distributional properties.

(2) During an experimental session consisting of a series of
anticipation trials on the members of a list of paired assoclates, the
presentations of any individual item are characterized by a sequence of
interpresentation intervals, (tl, tg, cooy tn) . The second distinguishing
feature of thils experiment was that every subject had the same serles of
trials in the sense that each had the same seb of presentation seqguences.
That is, every subject had exactly one item in the list assigned fo
t

each of the specific (% cons tn) sequences. The confounding of

1* 2’

item differences with the effects of the presentation sequences was avoided,




however, by counterbalancing across subjects the assignment of items to
presentation segquences.

There were 21 paired associates in the experimental list, and each
experimental session consisted of L40S trials. The 21 specific presentation
sequences used for all subjects are shown in Table 1. The trial of the

first presentation of each presentation sequence, N is shown in the

l >
left column of the table. The trial of any later presentation, Nn 5
is just the sum of Nl and the first n-1 interpresentation interwvals.

That 1s,

n-1
Nn - Nl N ‘Z: ti
i=1
Subjects
The subjects were 50 freshmen at Stanford University, 25 men and
25 women. They were obtained from the freshman dormitories, and they
were paid $l.50 to participate in the experiment. The experiment ran

about 50 minutes, including instructions.

Experimental Materials

A 1ist of 21 paired associates was constructed, with nonsense
syllables as stimuli and the digits 3, 5, and 7 as responses. IHach
of the responses was paired with seven of the stimuli.

There were several restrictions on the selection of the nonsense
syllables. (1) No two of them overlapped in more than one letter.
(2) No consonant was used more than twice as the first letter or more
than twice as the third letter. (3) No consonant was used only once

or more than three times in the twenty-one syllables. (4} The vowels
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Table 1

Experimental Sequences of Interpresentation Intervals

Ta

Interpresentation Intervals

ggzizﬂzé Moo gttt s [t ] % |t b | Yag P bie| Bas tlu't15 16| t17| t18| f19] bop| Y21| tas| toz| Pai| Fas| tacl bar| tagf Fag

1 1 {a5(|23] 5|WB|19 |37 {1633 26|28 |31 3|15 (ek ¢t 2129 | Liko] 6|12

o 2 1ol ef3s|3|3sls |22 |33 |21 19304128 |25 |22 |16 {25 |e7

3 .| 3 fa|16| 1leo|roie8 | 6|o1|37) 8w 128 [ab jau [ 781 {3041 |12 | 3128

Iy b |32 j1g|eo|28 |av (2|19 2| bf1a{ 7| 7| 713 (378502712 331

5 S5 {3k 25 9135135 (35 |3k ([20] & 125 39|10 |26 |28 (28

6 6 |12 (28135 |18 k1 |22 {37 {191k |18 {35 |41 ] 1 115 |19 |39

7 7 bon[31fzof Jaafw [39]e3 (338w 8] 1] ]33 ]22 ] E

8 8 |egi3e |26 38 3 [19 |17 91 9130135 |16 (12 §22 |14

9 I EAE 37 116 |33 |19 e |39 | J2e | 8 [12 |36 |23 jeo| 1f3e | 4]

10 10 30| 4129 13|23 423134 [ 7| 92013 430 {29 |33 {13 |35 |18

11 10 bafesianl 7o lzet 8jerfes|opler ) 378 231le | 6715 20 ‘21 |39

i2 12 j8| 2|iglzciis| 23 (0] ol 6125 |26 |30 4o |28 |23 |20 |38

13 13 F 3 m|egim|we]|yy | sl 2]av] of 8fas |3 287 1f33q [17 Jl6 l 5 |22 |3o|
p! o [2h phr |39 b1y} k|29 |bke| B2k {ho |36 |35 (36

15 19 | sfsofo|e6| 8|n] 7]eo]3r|[wifeg |32 |29 a3 {37 1] 1] 6]

16 20 938131 71en 28123 |33 4|17 {27 [30]12 135 |12 |35 1 .8

1y 25 [32 (33417 |17 (22 | 3% ¢34 1h1 137 |32(13 (33

18 27 |38 |36i37 b 10|33 i3k §30¢17 |7 |35 (32

19 28 |k |28 |16 |bx 31 |28 [1b 29 (35] 5| 3 {28 {21 | 2 |29 |26 |22
20 3% | w13 37 20 |26 |15 [38 |32 |41 |35 |35 (41
21 v | uje| 7 SRR R R EE I 5 ]25 |22 ]15 l 1 |15 ] 1 |uo |29 113 | 5 ] 6 |;2




A, T O,and U were each used in four of the pairs and the vowel E was
used in five pairs. (5) The nonsense syllables were of medium-low
meaningfulness {Archer, 1960).

The stimuli used were:

JUC TAW NAL
BIJ PAT RUW
CEB VUR MOH
V08 ZEG ZAN
FIP HTF CEH
BEM SEJ TUL
LIR WOV JOM

For each subject, one of the responses 3,5, or 7 was palred
with each stimuius. The assignment of responses to particuilar stimuli
was randomized across subjects.

Experimental Apparatus

The experiment was run on an automated verbal associative learning
apparatus located at the Institue for Mathematicsl Studies.in the Soclal
Sciences.

Fach subject sat by himself in a soundprocfed, air-conditioned
room. On a table in front of the subject theré was a response panel
with three 7/8 in. by 1 in. response keys, 2 inches apart. The keys
were set in a column on the panel and were marked with the digits 3, 5,
and 7 in ascending order. The subject sat with his right hand on the
response panel, his thumb, index finger, and middle finger resgting on

the response keys marked 3, 5, and 7, respectively. On a second table
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5.5 feet away from the subject there were two visual display boxes,
one on top of the other. The front of each box was a 2 in. by 12 in.
display panel. The stimulus members of the paired asscciates were
presented on the topr panel and the response member was presented on
the bottom panel.

In an adjeining room, a key punch and additional timing and
storage eguipment allowed the experimental session tc be preprogrammed.
A deck of 409 IBM cards was prepared for each subject. BEach card in
the deck contained the information necessary to determine the stimulus
and response events of a single trial. The apparatus presented the
stimulus, recorded the subject's response and response latency, presented
the stimulus and response together for twe seconds, and after a three-
second interval started the next trial. A more complete description of
the verbal associative apparatus can be found in Yellott (1965) or izaﬁa
and Estes (1965).

Experimental Procedure

After being seated, each subject was instructed on the nature of
the experimental task. The anticipation trial procedure was explained
in detzil and two example ftrials were run through to familiarize the
subject with the procedure. When the subject indicated that he understood
the procedure, the experimenter left the room and the subject started
the series of trials by pushing one of the response butions.

Bvery subject was presented with a total of 40G trials. The first
nine trials were pretraining trials. They utillized seven dummy items,

two of which were repeated during the nine trials. There was no break
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‘between the pretraining trials and the 400 trials on the twenty-one items
to be learned.

Each anticipation trial began with the presentation of a nonsense
syllable. The subject then attempted toc anticipate the correct response
by pushing one of the buttons on the response panel. Immediately
following the subject’s response, the correc£ response appeared together
with the stimulus on the display panel. The timing seguence of these

events is shown below.

2"
oes | 8 /9| S-R | 3" g
Subject's Intertrial
Response Interval

Although the subject was free to take an indefinite time to respond, he

wag encouraged to respond as quickly as he could without making mistakes.
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CHAPTER 3

EMPTRICAL ANATYSIS OF THE RESULTS

The experiment.?ermité several empirical analyses of the course of
learning as a functlon of the individual presentation seguences. .It also
permits the standara anaiyses of learning data averaged over all presen-
tation sequences. These two types of analyses are presented in the

first and second sections of this chapter, réspectively.

Performance in Relatlon to the Individual Presentation Seguences

| In Figure 6 the learning curve and the average Success latency
curve are shown for each of_the twenty-one presentation seguences.
Note that the points on any curve are spaced along the abgelssa in
airect éorrespondence to the sequence of interpresentation intervals
which charscterizes the particular presentation sequence. This corre-
_sppndence is accomplished as follows: all 400 trials of the experiment
are laid out on the abscissa of each graph and the presentation sequénces
(see Table 1) are indicated with hash marks. That is, for any presen-
tation seguence, the trials of the experiment on which the presentations
océurred are designated by short vertical marks below the abscissa.
This representation permits the performance level at any point to be
rélated visually to the spacing of successive presentations.

There are several significant effects of spacing on the performance

measures shown in Figure 6. The most striking are the perturbations of
the learning curves attfibutable to short-term retention. When the

interval between two presentations is very short there is a marked
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temporary increase in the proportion of correct responses. Some
obvious examples of this cccur on the fourth presentation of seguence 3,
the fourth presentetion of sequence 9, the third and fifth Presentation
of sequence 10, and the third and seventh presentations of seqguence 12,
The temporary nature of these short-term memory effects is iilustrated
by their spike-like shape; if an interval of even moderate length
follows a very short interval, the sharp rise in the proportion of
correct responses is followed by a distinet drop.

The mean latency of correct responses seems to be similarly
sensitive to the interval between presentations. In fact, the mean
success latency curve in many cases lcooks like =z reflection of the
iearning curve. There is often a negative spike in-the mean latency
éf a correct response following a short interpresentation interval
-Which matches the positive spike in the frequency curve. Two examples
of this are the fourth presentation of seguence 3 and the fourth pre-
sentation of sequence 9. In both the learning curves and the mean success
latency curves the short-interval splkes seem to occur late in the
experiment as well as early in the experiment. Even between trials
300 and 400, when the proportion of correct responses is typically
between 0.90 and 1.00 and the mean success lafency tends to level
off between 1.00 and 1.20 seéonds, the sharp spikes occur following
very short intervals. |

In contrast to the learning curves amnd success latency curves,
the mean error latency across presentabions does not seem clearly

sensitive to spacing. Table 2 gives the average error latencies on
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Table 2 3
Mean Error Latencies on Presentationg’l through 13

of fhe Individual Presentation Sequences

Present.
Sequence

Presentation Number

1 2 3 b 5 6 T 8 9 10 11 12 13

1

10

11

13
Too1h.
15
‘16
17
18
19 ..
20

T2k

1.64 2,23 1.95 2.40 2.16 2,08 1.72 3.18 1.62. 1.60 2,07 L1.81 %.3%
(39) (33) (28) (20) (23) (16) (12) (9 (x0) (8) (9) (6) (b

1.81 2,07 1,91 1.95 1,98 1.67 3.38 2.20 1.70 1.28 1,77 1.0L L.51
(32) (313 (16) (26) (B} (90 (5 {9 G @& @) (@ (1

2,20 2.07 2.39 246 1.73 2.12 2.01 2.5 1.67 1.78 3.15 2.15

(32) (28). (22) (0} (26) (1§) (B) (M M @ & 6 (9
'1.86 2.28 1.0 2.26 2.38 1.86 1.66 1.15 1.93 1.0b 1.9 1.71 2.36

(2n) (28) (25) (=21) (&) (&) (5 (3) (1) (W {53 (= &

ji.80 2.17 2,32 2.12 2,48 2.24 2,77 2.33 2,81 2,01 2,00 1.2l 2.06

(30) (z0) (20) {20} () (13) (11) (13) (13) (M (3 (33 ™
1.86 2,69 1.88 2,39 2.39 2,37 2.19 2.3% 1.78 2.18 2.69 2.13 1.58 |

(30) (28) (27) (a1) (w3) () (9) (1 (&) (6 (&) (1 O

2,37 2.53 2.25 2,46 2,25 2.h2 2,70 1.98 1.73 2.12 1.70 2.85 1.h9
(3u) (28) (21) (1) (1) (8 (&) (1) (50 (3) (2 () (3)

1.85 2,02 2,29 1,98 1,63 1.87 2.25 1.8 1.82 1.19 "1.38 1l.75 1.80

16U (32) (29) (2) (13) (12) (12) (&) (1) (3} (5 (&) (&)

1,90 2.09 ‘1,87 1.7 1,88 1.83 1.77 =2.04 2,15 1.3 2,03 1.7h 2.19
(34) (3) (22) (3) (&) (18) (16) (1) (8 (¥ (1) W (3)

_1.995 2,29 2,22 2.69'2.70 1.86 2.22 2,00 1.88 1.5¢ 2.30 2.42 2.75

(34) (30) (20) (%) (1) (1) (1) (W) (@ &) () G (@)

5196 2.31 2.26 2.90 1.67 2.08 2,10 1.59 1.0 1,71 2,39 1.ko 1,687
1033y (29) (26) . (20) (11)- 5) () (6 M M () (5) ()

2,16 2,44 247 2.00 2.22 2.37 1.67 2.06 1.88 1.6% 2.51 2.35 1.95
{21) (30) (16) (18) (=) (18) (3 (@ M 6 @ (@6 G

12.00 177 2.27 173 2.45 2.0 2,07 1.b8 1,95 1,69 1.65. 1.87 1.29
(29) (28) (32) (16) (W) (8) (& (& (3 (3). (h)" (3 (3)

1.72 2.32 2,40 2.67 1.95 1.81 1,53 1.67 1.89 2.29 1.45 1.12 1,16
(34) (30) (=) {24) (8) (1) (8) () (6) (W) (& & (3

1.87 2.14% 2.21 2.51 1.64 1.37 2.19 2,17 2.10 2.48 2.32 1.62 1.68 .
(33) (29) (35) (3) (13) (7)) (8) (5 (1) (@ (3 B @)

1.9 2.32 2.59 2.23 2,12 2.30 2,18 2.72 2.3 1.49 1,72 '1.h5' 1

. iy
,(32) (30) (25) (26) (12) (16} (18) (9. &) (3 & ) (=

2,01 2.06 2,54 2.0k 1.94% 2,26 2.63 1.5% 1.77 2,16 L.91 1.,k0 1.37
(34} (33) (ab) () (1) (1) (20) (&Y (8 (5 B, Gy (@

(2,05 1.96 1.83 2,43 1;71 2,14 1.81 2,02 1.35 1,3+ .9 1,29 1.38
(27) (26) (e2) (18) (13) " (®) (1) (W) (5 (5 () () ()

1,91 2.2h 2.63 1.88 2.11 2.1 1.33. 1.81 1.78 1.67 1.75 1.33 1.46

(31) (32) (31) .(ao) (13 (13 6 (57 (9 (5 @) ay (3

1.92 2.07 2.06 1.78 1.71 1.77 1.6+ 1.6+ 2,50 1.8% 1,53 2.20 1.87
(35) (300 (8) (18) () (1) (B) (9 (9 (M & (& (3)

87 1.9%h 1.85 2.h7 2.5 2,02 2.2t 1,85 1,49 2.23 2,05 - 1.86

1.87
1636) (25 (24) (21) (9) (o) (8 (@) (5 ) ) ® (@
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the first thirteen presentations of each of the twenty-one presentation
sequences together with the number of observations in each average.
The effect of a very short interpresentaiion interval on the average .
error latency 1s difficult to assess because the number of errors
following a short interval is few if any. Also, the mean error latency
curve becomes less and less stable across presentations as the number
of errors decreases. On the whole, however, the errcr latencies seem
not to show the decrease over presentations shown by the success
latencies.

The general three-state conception of paired-associate learning
discussed in Chapter 1 suggests an additional empirical analysis of
the short-term effects of spacing. Al models within the three-state
framework imply that an error on any presentation, n , indicates
that (l) the item presented was in the guessing state on trial Nn
and (2) the item was never in the learned state prior to trial Nn .
HBence, performance on an item prior to any error should be at chance
level except for those cases when the subject responds correctly on
the basis of short-term memory. The three-state notion thus implies
that the-short—term effects of the specific sequences of interpresen-
tatlon intervals can be isclated by looking at performance prior to
the last error.

Figure 7 shows the proportions of correct responses on presentations
prior to the last error {forward stationarity curves) for each of the
twenty-one presentation sequences. In this analysis the last error

ig defined with respect ¢ a learning criterion of four or more successive
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correct responses on gn item. OFf the 1050 subject-item, error-success
protocols, 1005 meet the learning criterion. The last error in the
criterion protocols is defined as the error preceding the criterion

run of four or more correct responses. In the 45 protocols which do not
satisfy the learning criterion, the last error is defined as the actual
last error made.

The number of observations per point in each ¢f the forward
stationarity curves decreases across presentations. 1In Figure 7 the
curves are terminated when the number of observations declines below ten.

The short-term effects of spacing are particularly apparént in
Figure 7. 1In general, the short-term effects superimposed on the
learning curves in Figure 6 seem, as implied by tﬁe three-state conception
of the learning process, to be isolated and magnified in Figure 7.

Also, except for the short-term effects, the performance tends to vary
around the chance level; di.e., the proportion of correct responses on a
presentation folloﬁing a long interval is, on the average, nc greater
than chance.

In Figure 8 a shori-term reténtion curve is extracted from thé
forward stationarity analysis of Figure 7. -The proportions of correct
responses on presentations priocr to the trial of last error are shown
~as a function of the interpresentation interval (lag). That is, the
numbers of correct and incorrect responses following any gilven lag are
-summed for all occurrences of that lag in the precriterion data, and the
total proportion of correct responses is plotfed. There are two features

of this curve which merit explicit comment. (1} The curve decreases
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more sharply during the first few trials and_more siowly during later
trisls than the best fitting geometric curve. (2) When the precriterion
lag is larger than about 21 trisls, performance appears to be no better
than chance. On the face of 1t,.3this chance asymptote of the retention
curve offers general support for the notion of all-or-none learned state.
If there were any non-transient partial learning of items on the presen-
tations prior to the last error, one would expect the curve in Figure 8
t0o remain somewhat above chance for all values of the interpresentation
interval.

The average latencies of the precriterlon successes and precriterion
errors are shown in Table 3 for the first seven presentations of each
presentation sequence.. In contrast to the forward stationarity curves,
neither the average latency of a precriterion success nor the average
latency of a precriterion error proves very sensitive to interpresentation
interval. In Figure § the average precriterion success and error latencies
are pilotited as a function of interpresentation interval. There doesg appear
to be a decrease in the mean latency of a precriterion success when the
preceding interval is of length one or two. The precriterion error
lgtency curve also drops at tn = 1 , but the tn = 1 point is suspect
éince only four errors were made following an interval of length one.
| A similar analysis of postcriteriqn data.is also shown in Figure 9;
that i1s, the average latency of successes occurring after the last error
is also plotted as a function of interpresentation interval. The average
latency of a postecriterion success appears to be somewhat more sensitive

to the preceding interval than that of a precoriterion error or success.
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Table 2

Mean Precriterion Success

(8)

and Error

(E) Latencies

on Presentations 1 through 7 of the Individusl Presentation Bequences.

Presentation Number .

Present, 1 2 3 4 b T

Sequence| B E S E 3 E S E ] E 8 E ] E
1 1.97 1.63 [1.¢hk 221|100 1.98 )2k 248110k 207181 1.97 |27 1.73
{6y (37) | (1) (25) ] (1) (22)| (90 (:6)| (&) (& | (&) (13} (5 (10)

5 2,591 L1.87 [3.01 1.99|1.99 1.89(3.39 L.87]2.26 1.85{2.33 1.8212,14 1.80
() (@3) | (&) (250 |(a5) (o) | (&) (&) | 3) ()| 5 M) M {(2)

1.90 2.1l {2.72 2.08|2.59 2.27 |1.47 2,37 2.7012.75 iv.62l1.97 2.14
o) (e | @) W) (0) (o) (] &) 8)| ¢} | @ ()
L 1.91 1,90 {248 1.77 [1.85 2.06{2.06 2.46{1.53 2.1971.66 1.3512.03 .77
(1) (em) Y () (a9) | (8) (8 (50 (W (33 (G 3 3] @ (1
1.65 1.87 |1.75 2.05|2.26 2.4611,95 2201207 1.98|1.80 2.2132.54 3.08

2 sy (esy (1) (22 [(3) (1) | BY ()| (9 (@) (6) ()| (6) "(8)
6 1.69 1.9513.03 2.6211.96 1.90}11.88 2.3t]|1.81 2.12]|1.96 2.33 1.65' 2.06
(15) (23} [ (10} (=w) ] (7) - (22){ (8) (15)| (8) (8| (50 (&) (&) (7)
2,03 2,591,510 2,73 |2.08 2.,27312.,1c 2.65({2.,76 2.26]1.91 2.43|1.71 2.17

T @B | )] B G| (@ @] & (] & (6] & ©)
8 1.9. 1.88 12.08 2.06)2.49 2.23312.25 1,98]2.11 1.75]|3.24% 1.60[|2.47 1.63
(i) (ar) | (9 (26) | (6) (22) | (6} (3)| (1) (W] &) (O] @) @
2,12 1.7L|1.83 1.95.02.30 1.93]L.2L 1.47]2.,13 1.73|2.26 1.92i2.28 1.69

7 |2 sy (53 (B ] (1) 8 [y (3] () @Y (3) ()| @ 8
16 12-07 2.12]3.01 2.13 2,54 2.09[3.1b 2.44]2.02 2.02]1.66 1.58]1.71 2.53
(14) {a6) {{z0) (2b) (1) (5) | (5) ()| (as) (&) (w0 M| 5y (1)
1 .80 1.5 |1.60 2.35|1.97 2.84{1.80 2.51]1.87 1.66]1.69 2.06)2.12 2.08
(%) (29} () (23) [ (1) (a8) | (9 (&) | (ut) (zo)| (9 {(oy]| (73 (5}
12 1,85 2,24 |2.,16 2.48 |2.02 2,54 j2.65 2.02] 2.57 1.55 1.78 2,17 | 1.04 1,9k
(18) (eb) | (12) (21} [ (up) (1) [ (20) Q)| (5) (&) | (3 (91 (10). (2)
13 1.83 1.88 |2.06 1.75|2.17 2.45{2.86 1.58] 1.92 2.44{ 1.9 2.64[2.20 1.75
(e {22) (13} (a8} | (50 (29} | (8) (wo}| (&) (B8] (5 (W) (& (&)
m 1.98 1,75 |1.68 2.07 [2.04 2.51{2.70 1.9312.05 1.68' i.96 1.60|1.28 1.77
(1) Gril @ @ | 8 @9 (3 Qu| © (@] (5 )| &) (6)
15 1.64 1.61|1.82 2.2k |2.05 1.97[1.90 2.89]2.23 1.6012.30 1.84|2.21 2.36
(12) (32) {{15) (23} | (3) (e2)|(w) ()| (8 (M| B B3| (3} (7
6 2,46 2,08 |2.19 246 |2.02 2.73|1.63 2.15](2.50 2.2512.66 2.17|2.76 2.kh4
(1) (28) 1 {12) (26) | (13)- (21} | (8) (19)| (%) ()| (9} (w)| (&) (1)
17 1.60 2.03|2.26 1.99|2.29 2,07 1.72 2.20]2.09 1.90] 1.65 2.28|1.03 2.29
(13) {28} | (8) (223 (6) ()| (1) | (53 (@ &)y M| & (8)
18 2.00 1.97 |2.20 1.8 |1.77 1.96|1.8% 2.38]|2.36 1.7111.82 1.93 2.20
() (20 f (9 () (& (15| (3) (& & @ &) &)Y (0  (8)
19 1.98 1.86]1.54 2.ohA,1.72 276 3.30 176|247 2.33:12.08 1,41]1.59 1.36
(18) (e9) (1) (28)f (&) (18| ) (W] &) 9| @ o @ ®
20 1.85 1,78 |2.05 2.2b 1,90 1,91 |1.h1 1.74| 1.68 1.8412.01 1.8412.35 1.k
(12) (e8) j(0) (i) x| (&) aul @ @) & @) &5 (6
o1 1.8% 1,99 |2,48 1.95}13.09 1.86|2.25 2.73|2.21 1.9371.08 1.82 1.96
(1) {er) {13 (o) (90 W[ (@ (o) &) (@i (o] (5 (3
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In the next section, when performance measures are averaged over all
presentation sequences, the relationship between the latencies of the
precriterion responses and the latencies of the posteriterion responses
is discussed further.

Performance Averaged Over All Presentation Sequences

The analyses of the preceding section displayed a considerable
variation in performance measures in relaifion to the individual
presentation sequences. In the present section a number of standard
analyses are performed on the results pooled over all presentation
sequences. The smocthness of the curves in this section illustrates
how effectively the striking short-term effects of spacing ShOWﬂ.in the
preceding section-ére averaged away in standard analyses.

In Figure 10 the average learning curve and the mean error and
success latency curves are shown for all presentation seguences. There
are no obvious differences between these curves and those commonly
obtained For similar materials gnd list lengths wifh the staﬁdard
anticipation method. The slight sigmoid shape of the learning curve
is fairly characteristic of paired asscociate learning when the list is
as long as twenty-one items. The observed rattern of the mean error
and success latencies is also gquite common.

If any property of the curves in Figure 10 distinguishes the average
course of learning in this experiment from that characteristic of standard
énticipation method experiments, it is the rate of learning. Compared to
fhe learning rates in some comparable experiments, the learning in the

present experiment seems somewhat siow. The difference in rate is slight,
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but the increased frequency of short intervals in the present experiment
might be'expected, a priori, to improve overall performance. That is,
the overall proportion of correct responses should be artificlally
elevated somewhat due to the increased rnumber of cases in which correct
responses are given to unlearned items on t@e basis of short-term menmcry.
It could be, however, that the increased occurrences of very short
intervals may in fact causze the slower learning. If as suggesfed by
‘Greeno's results (Figure 1) there is negligible learning on a presen-
tation following a short interval, whatever temporary benefits in
performance may result are small compared to the cumulated detriment

in performance over later presentations.

The average probability of an error on presentation n given an
error on presentation n-1 1is shown iﬁ.Figure 11 for presentation 2-13.
As discussed in Chapter 1, the observed decrease of this curve across
presentations could reflect an improvement in the learning réte or an
improvement in short-term memory or both. It is not clear whether the
curve continues to decrease alter the first few presentations. An
initial decrease in the probability of an error given an error over the
first few trials would hwe expected from the form of the learning curve
in Figure 10. 1% appears as if the first presentation or two do not,
proportionately, improve performance as much as later presentations.

Figure 12 exhibits the mean forward stationarity curve. The pro-
portion of correct responses pricr to the last error rises from chance
on the first presentation (0.34) to 0.44 on the fifth presentation and

appears to stay around that level ocut to the iwelfth presentation.
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The forward stationarity curve in Figure 12 together with the
learning curve in Figure 10 and the P(eﬁleﬁ_i) curve in Figure 11 have
several implications with respect to the three-state concepticn of the
learning process. Each of the curves seems to imply that learning or
memory processes tend to change across the early presentations. One
interpretation is that the state-to-state transition probabilities
change over presentaticns. Another possibility is that the guessing
state ghould be thought of as two states, a "forgotten"” state into
which items are lost from short-term memory and an initial "uncoded"
state in which the item is unfamiliar. If all items start in the uncoded
state, and if the probabilities of transition to the learned and short-
term states are smaller from the uncoded state than from the forgotten
state, one would expect the general pattern of results in Figures 10,
11, and 12.

The average latencies of precriterion errors and successes and the
average latency of posteriterion successes across the first thirteen
prresentations are shown in Figure 13. Two features of the curves in
Figure 13 are particularly apparent: (1) the similarity between the
precriterion success latency and error latency curves and (2) the
striking differeﬁce between the precriterion success latency curve and
the posteriterion success lateﬁcy curve., After an initial rise, the
mean latency of the precritericon responses decreases only slightly if ax
all across presentaticns. The average 1atency‘of the posteriterion
responses also shows an initial rise, but decreasges steadily thereafter
and, beyond the first few presentatidns, remains well below the precriterion

curves.
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CEAFTER 4

THEORETTICAL ANATYSTS OF THE RESULTS

The results in the preceding chapter suggest that short-term
memory plays a significant role during the acquisition of a iist of
paired associstes. They arpear to support the distinction bhetween a
transient memory system and a relatively permanent memory system. The
data also indicate thst the early trials differ from the later trials
in their effects on performance.

The first section of this chapter introduces a model for the
learning of irndividual paired associates and compares the predictions
.of the model with the observed results. The second section presenis an
evaluation of the model along with some comments on short-term memory.

An All-or-Wone Forgetting Model

Assumptions of the model:

(1) At the start of any trial an item is in exactly one of four
states: learned (L), short-term memory (8), forgotten (F),
or uncoded (ﬁ)u

(2) On the first presentation of an item it is in state @ with
probability one.

(3) The probability of a correct response is one in states L
and B , and g in states F and ¢ . (Usually, g = l/r B
where r 1is the number of response alternatives.)

(4) The probabilities of transition from state to state as a

result of a reinforcement (presented below) are constant and
independent of path.

(5) The probabilities of trapsition from state to state as a result

Lo




of an intervening trial (presented below) are constant and

 independent of path:

- EFFECT OF A REINFORCEMENT

Loy 81 el ¢N+ P(correct | row state)
L L1 0 0 o ] 1]
N
SN a 1-a 0 0 1
FN c l-c 0 0 g
B b a(1-b) o 1-4 g
i ' ' . L R

EFFECT OF AN INTERVENING TRIAL

Iy Syl Fler Pries
Ly 1 0 0 0
Sy 0 1-f F 0
Fy 0 0 1 0
¢N 0 0 0 1

This model modifiies the one-element‘forgétting model discussed
in Chaﬁter 1l in two ways. Fifst, the model allows for different proba-
bilities of transition from state S to state L and from state F
.t; state L . Second, the model assumes that all items start in an

-1 . . .
‘initial uncoded state,- ¢ . Upon reinforcement of an item in state g,

lIn thics feature the model is similar to the LS-3 model postulated by
Atkinson and Crothers (1964). It is not intended in naming this state

to specify its psychological properties (e.g., Lawrence, 1963). There
are a number of possible processes which could explain the differential
effects of the early trials. At this point, it does not seem possible
on the basis of available evidence to choose among them.

- L7



the item leaves state ¢ with probability d and remsins in state

¢ with probability 1-d . This is eguivalent to saying that over all
items and subjects the waiting time in state ¢ is geometrically dis-
tributed with parameter d . Given that an item leaves state @ on a
presentation, it goes to state L with probability b and to state

8 with probability 1-b .

The model is consistent, quslitatively, with the resuits in Chap-
ter 3. It appeared in Chapter 3 that no three-state model with fixed
transition probasbilities was adequate to account for all the observed
results. The results which seemed most inconsistent with such models
were the form of the learning curve, the forward staticnarity curve,

and the P(en|en curve across the first several presentations.

1)
The assumption in the present model of an initial state ¢ out of
which the probabilities of transition to the learned and short-term
states are reduced compared to those out of state F appears, in
general, to account for all the differential effects of the early
presentations on performance. The sigmoid shape of the lesrning curve
(figure 6), the decrease in the P(en]en_l) curve (Figure 7), and the
rise in the forward stationarity curve (Figure 8) might all reflect the
existence of such an initial state.

As postulated, the ali-or-ncne forgetting model has five param-
eters, a, b, ¢, d, and f . It may be that a two-, three-, or
four-parameter special case of the model is more compelling than the
genersl version. If learning out of the short-term memory state is
either negligible (a=0) or the same as learning out of the forgotten

stete (a=c) » the number of parameters is reduced to four. Alternatively,
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if d=1 or b=c¢ the number of parameters is reduced to four.
And, of course, various two- and three-paramater special cases can
result from combinatidns of such equivalences; e.g., when' d =1 and
a=Db=c, the model reduces to the one-element forgetting model.
The reason for postulating the model in the general form is to allow
the best-fitting estimates of the parameter values to suggest.any of
the possible special cases.

‘Fit 2; the model: The best simultaneous fit of the all-or-none

forgetting model to the twenty-one learning curves in Figure € was
determined by a least squares ﬁethoda. There are a total of 400 points
on the observed learning curves in Figure 6. For any set of values
of its parameters the model generates a predicted value for each of
the 400 points. Ohe measure of the correspondence between the observed
and predicted values is the squared deviation between the observed and
predicted values summed over all LOO points. For the all-br-none
forgetting model this sum had ifs minimum (1.016) when a = O.OOOJ}
b=0.285, c=0.245, £ =0.,170, and d& = 0.410. y
The predicted and observed proportions of correct responses are
shown in Table 4 for the first thirteen presentations of each presenta-
tion sequence. At the bottom of the Table are the average predicted and
observed proporticns of correct responses over all presentation: seguences.
In general, the model accounts quite well for the observed learniﬁg

curves., The average deviation between pairs of observed and predicted

values is 0.050. This average deviation does not seem large, aspecially

1 .
The parameter values were estimated to the nearest 0.005.
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Table 4

Predicted (Pre.) and Observed (Obs.) Proportions

of Correct Responses

Present.

Fresentatlion Wumber

Sequence i 2 3 b 5 6 T 8 9 10 11 iR 13
1 pre. [.333 .hlh 510 730 .658 .727 777 .8L0o .865 .898 .o992 .Sho .986
Cbs. [.220 .340 .440 .600 .5k0 .680° .760 .B2o 800 .BLho .820 .8B0 .920

o Pre. |.333 k20 726 541 L637 .TI5 .795 .828 .86k .B96 .ok .9%9 .956
Obs. [.360 .380 .680 .4%80 .6k0 .820 .00 .820 .900 .9hO LG40 .960 .980

5 Pre. [.333 .32 521 .B63 .606 .702 .759 .885 L8453 875 .933 .929 .939
Cbs. |.3%60 .44o0 .560 1.000 .80 .6hko .6LO  .860 .BAO .B20 .920 .900C .900

, Pre. |.333 .42 517 505 L677 LTHE .86 .845  .972 LB92 ,922 .951 ,959
Ops, {.520 .khko .500 .580 .680 .880 .g00 .gh0 .980 .980 .900 .960 .960

5 Pre. |.333 .h12 .663 .561 .TF17T .7O07 773 .825 .865 .901 .966 .929 .945
Obs. |.400 .%00 .600 .600 .720 .Tho_ 780 .ThOo LTRO LBBO .90 LOLO .20

é Pre. |.333 .44l .500 .591 ;686 .739 .80z .8u2" .88B4 .935 .93%0 .943 .956
Obs. |.bo0 .4ho .60 .58c .700 .780 .820 .760 .960 .880 .960 .980 .920

- Pre. |.333 .h15 .505 .s597 703 778 .807 .831L .873 .900 .924h .950 .957
Obs. |.320 .4ho .580 660 .780 .Bh0 .BBO .TBO .900 .GWC .9A0 .920 .GLO

8 Pre. }.33% .413 .506 .600 .677T 747 .802 .853 .BBT .929 .ok2 .937 .952
Obs. [.380 .360 .ke2o 560 .7k .760 .760 .880 .860 .SkO .900 .920 .920
9Pm. L3355 .hgs  hBs LBE3  .Be6 L6300 L73M LT76 .83 .B69 .B99 .g931 .94l
Obs. {.320  .360 .560 .9%0c .760 .&640 .6B0O .760 .880 .920 .80 .920 .9hO

10 Pre. {.3%% .412 .6635 .560 .B77 .705 .739 .798 .8he (920 ;923 .919  .960
Obs. {.320 .hO0 .600 .520 .860 .780 .760 .Boo .8h0O .920. .960 .920 .G6O

qq Pre. 1.333 MLT 500 .639 .753 .72l .T73 .873 .855 .889 .919 .934 .oBh
Obs. [.340 .h20 .480 .600 .780. 700 L7800 L8800 .BR0 .86C  .950 LS00 .900
15 Pre. |.335 .ha2 726 .555 632 .733% .%h0  .782 .867 .897 .935 .006 .932
Obs. [.460 .4oo .680 .6h0 .520 .64Q .GLO .T60 .880 .840 .8hko .880 .900
13 Pre. |.33% .550 .472 .575 .658 .78 798 .909 .959 .861 .919 .938 .033
Obs. |.k20 .4ko 360 .680 .720 .840 .BLO .880- .940 .94O .920 .40 .9WD
1y Pre. |.333 415 .50k 596 L8222 726 .B92 L7966 .Bhe Lok .902 L9233 .oh2
Obs. |.320 .400 .520 .520 .840 .860 .B40 .Bo0 .880 .920 .920 .920 .9h4O

15 Pre. |.333 .510 .LB1 .&40 .653 .79% .805 .87% .8h2 .879 .917 .928 .g4s5
Obs. |.3%0 k20 .%00 .700 .7h0 860 840 .900 .860 .B00 .9M0 .9MQ QWO
16 Fre. }.3%% 461 493 .589 .760 .728 .781 .853 860 .956 .915 .930 .G4T
‘Obs. [.360 .40C .500 .480 .760 .680 .640 .820 .920 .GhO .920 .9MO .960
17 Pre. |.333 .412 506 .61k .689 .745 .795 .842 .878 .907 .929 .953 .957
Obs. |.320 .340 .5%0 .720 .780 .780 .800 .%20 .840 .00 .8B0 940 .980

18 Pre. {.333 .411 .505 597 .678 .791 .792 .839 .876 .91l .93l .943% .G57
Obs., {460 480 .60 .A40 .TRO L840 L7800 .920 .900 .SO00 940 .900 .00
19 Pre. {.333 432 502 .613 .669 74l .79% .858 .8756 .605 .§62 .980 .¢h1
Obs. |.3%80 .%60 .380 .600 .7h0 .740 .880 .g00 .820 .900 .90 .980 .9hO
oo Pre. |333 .bh2 533 583 775 721 777 .8ho 862 .B95 .920 .959 .95h
Obs. |.300 .400 .640 64O .780 .780 .8ko .820 .820 .860 .920 .8B0 .9hO
o Fre. |.333 .528 k99 675 705 .952 .837 .780 .958 .809 .84y .BOh .9Lh
Cbs. |.280 .500 .520 .580 .820 1.000 .880 .8L0 .900 .920 .94O .G20 .B6O
Mean Pre. |.333 .43 .539 .627 .703 .745 .800 .836 .877 .896 .923 .9%5 .950
Mean Obs. |.361 .408 .517 .63% .720 .775 .BoTr .838 .Bye -.896 .919 .26 .93l
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when it is compared to the average deviation of 0uQ5% between the . .
observed guessing performance on the first presentation of each of the
twenty-one items.and the predicted guessing performance, g = 0.333 .

The estimated probability of learning ocut of the short-term state,
a , is essentially zers. This finding is similar, indirectly, to
Greeno's results in Pigure 1 (196L4). Alsc, the value of ¢ , 0.245,
and the value of b , 0.285, are quite close.

The shori-term memcry perturbations of the individual observed
learning curves discussed In Chapter 3 afe predicted gquite well by
the model. Some examples of the close correspondence between the
predicted and observed spikes in the learning curves occur on the
fourth presentation of sequence 9, the third and fifth presentétidns
of seguence 10, and the third and seventh presentations of sequence 12.

There does not seem to be a clear systematic nature to the
deviations between the predicted and observed values in Table k.
Pooled over all the presentation seguences, the average predicted and
average observed proportions of correct responses are gquite close.

Another comparison by Which to test the modelfs adequacy ig the
predicted versus observed forwafd stationarity curves. Unfortunately,
the exact predicted forward statlomarity curve cannot be computed.
Since last errors are more likely to follow a long interpresentation
interval than a short one, it is not reasonahle to assume that the
distribution of precriterion intervels is uniform. Tr genersal, how-
ever, the predicted forward stationarity curve starts at chance on the

first presentation and negatively accelerates, at a rate governed by
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the value of d , to an asymptote slightly higher than

]

1 41
g+ (1-g) Y B(s_=k)(1-1)""" = g + (1-g)(1/51) ), (1-2)"7"
k=1 k=1

~ g + (1-g)(1/h1){1/%) .

With f = 0.17 , this yalue is 0.42. There seems to be a good quali-
tative correspondence between the observed forward stationarity curve
in Figure 7 and the approximaie predicted curve.

A learning curve can be thoyght of as giving the probability of
each of two error-success one-tuples on each présentation, i.e., the
marginal probability of an error and of a success. The next finer
level of analysis, and one that is more sensitive to the first order
transition probabilities, is to investigate the probabkilities of the
four possible error-success two-tuples on presentations n and nt+l .
It is possible for.a model to fit an observed learning curve well and
1o fit the observed error-success two-tuples poorliy.

For presentations 2 through 13 of each of the twenty-one presenta-
tion sequences, the cbserved frequency of each of the four two-tuples
were extracted from the subject-item protocols. That is, the observed
frequencies of the four events, em?n%l s €8 s S8aq 0 B8 s

were computed for n =2, 3, ..., 12 . These observed proportions
were compared with those predicted by the all-or-none forgetting model.
" A minimum chi-square procedure was used to find the best-fitting

parameter values of the model. For a given set of parameter vaiues,

h2



the quantity,
2
2 (0-E)
KT o= )y LAld
L%

was ébmputed where O and E are the observed and predicted tweo-tuple
frequencies and the sum is over all two-tuples, trials, and presentation
sequences. The minimum value reached by this quantity and the values
of the paresmmters which ylelded the minimum are shown below.

| min X2 = 793.7 ; a.7. - 688 .

a=0.00, ¢=20.2L, b=0MU48, 4=0.29, and £ =0.08 .

It is a misnomer Lo call the above gquantity a minimum chi-square.

Since the components of the sum are not independent, the sum is not
chi-sguare distributed. Also, many of the predicted frequencies aré
go small that the sum is artificially elevated. The procedure was
used primarily to estimate parameters in order.to compare the predicted
and observed two-tuple freguencies pcoled over all presentation sequences.
In Table 5 the averagé vredicted and cbserved values of P(s s } o,

n n+l

. . ‘ .
P(Snen+l) s P(ensn+l) , and P(enen+l; are shown for n =2, 3, ..., 12.

The observed and predicted conditional probabilities of an error on
presentation n ,

B
o) (e .18,

P(e en = W

n+l

are also shown ih Table 5.

The predicted and observed proportions in Table 5 are gquite close.
There do, however, appear to be systematic deviastions. The predicted
P(snsn+l) values start above the observed P(snsn+l) values, but

from n=5 to n = 12 they are slightly but consistently below the
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Table 5

Predicted (Pre.) and Observed (Obs.) Proportions

of Error-Success Two-tuples

Presentations n, n+l

2,3 | B4 | 4,5 s5,6| 6,7 7,8 8,9

12,13

9,10 [1011 (13,12

P( S, Sn-l;l)

Pre. | .290 |.403 |.509 |.585| 646 | .698 | .747 | .785 | .82k |.852 |.869

Obs. | .267 |.389 .510 | .621] .691 | .727 | .770 |.820 | .850 |.880 |.889
P{ Snen-l-l)

Pre. | .168 ;;us 2121 | L1189 | 20937 .086 | LOTO | .062 1 .04T7 | .04 .058

Obs. | .141 |.129 {.125 | .099| .084 | .080 | .068 | .052 | .0k7 |.039 |.037
P(er15n+1) .

Pre. | .257 |.227 |.195 |.154 | .138 | .118 | .100 |.086 |.077 |.055 |.053

Obs. | .250 {.246 |.210 |.154 |.115 |.111 | .102 |.076 |.070 |.046 |.ou3
P(enen+l) _

Pre. | .28k |.225 |.175 |.1k2 | .123 |.097 |.083 |.067 |.052 |.043 |.039

Obs. | .342 |.237 |.155 |.126 | .11C |.082 |.060 |:051 [.03h .035 .031
P( en+l! en) |

Pre. | .525 [.500 |.b75 |.481 | .467 |.453 | .5y |.hh1 [.396 |.43% |.Leo

Obs. 578 1.491 |25 | LLkg | L4899 | k23 | L371 |.409 |.329 1436 |.upk

n




observed values. Conversely, the predicted P(eﬁe values start

n+l)
below the observed P(enen+l) values, but for n =4 to n =12

they are slightly but consisteantly above the observed values. The
deviation between the predicted and observed values of P(snen+l) and

B( ) do not appear to be systematic.

ensn+l
w The parameter values estimated from the two-tuple frequencies
are Quite different from those estimated from the learning curves.
Even though one would not expect the values to be the same since the
estimation procedures were quife different, the variance between.the
sets of values still seems large. In & sense, however, the values
are not as different as they appear. There are obvious trading rela-
tionships betweenrseveral of the parameters in the model. For exsmple,
though the values of b, 0.285 , and 4, 0.410 , -estimated from
the learning curves are quite different from the values of b , 0.48 ,
and d , 0.29 , estimated from the two-tuples, the produéts of b
and d are quite close (0.117 versus 0.138). That is, for each set
of_values'of b and d , the probability , bd , of learning out of
state @ is comparable. |

When the parameter values estimated from the learning curves
are used.to predict the two-tuple frequencies, the resulting chi-square
ig 917.8. This value is quite large compared to the minimum value,
793.7. One reason for‘the increase is that the systemapic de;iaticns
and P(e e

In n+l)

are increased. These deviations are not reflected in the learning

between the predicted and cbserved values of P(Snsn+l)

curve analysis because they tend to cancel each other.

When the parameter values estimated from the two-tuple freguencies
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are used to predict the learning curves, the resulting sum of the squared
devigtions is 1.191, which means that the average deviaiion beitween
pairs of predicted and observed values is C.055.

Evaluation of the Model: Some Comments on Short-Term Memory

It is somewhat surprising that the sll-or-none forgetting model
accounts as well as it does for the empirical results. For several
regsons the short-term memory structure éf the model seems 1lnadequate
to account for all the effects of spacing.

(1) The model assumes that with each intervening trial there isg
some probability, f , that an item In short-term memory is forgotten.
This all-or-none forgetting assumptioh is very tractable, mathematically,
but constrains the short-term retention curve to be geometric in shape.
Empirical short-term memory curves tend not to be geometric in form.

(2) The model predicts that long-term performance improves
monctonically as the spacing bétween two presentations is increased.

This runs counter to the results obtained both by Peterson and by Young,
as shown in Pigure 3. Their results suggest that there is a Limit to
the improvement in long-term performance with the spacing of two presen-
tations, and that after a certain point icng-term performance tends

to decline with an increase in the interval.

{(3) The model predicts not only that long-term performance
improves with the interval between presentations, but also that short-term
performance improves with the interval between two presentations. Peter-
son's results in Figure 2 suggest that although long-term performance is

better with spaced presentations, short-term performance is better
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with massed presentations. The crossed curves in Figure 2 imply =z more
elaborate short-term memory mechanism than that assumed Ey the all-or-none
forgetting model.

All of'the above findings which are inconsistent with the genersl
implications of the model come from miniature experiments. The exper-
imental task facing the subject in these experiments 1s gquite different
from the learning of a list of paired associates. There is a constant
introduction of new items and disappearance of cld items in these exper-
iments, and the typical range of Intervals utilized is less than in the
present experiment. It is, nonetheless, likely that many of the effects
of spacing revealed by miniature experiments are present in paired-
associate list learning. The empirical results of the present study
in fact suggest that short;term,retention effects during paired-associate
iist learning are similar in their general properties'to those in
short-term retention experiments. |

It is likely, however, that the small second-order effects of
spacing shown in Figures 2 and 3, though present in this experiment,
mey be insignificant compsred to the obvious first-order effects. Thus,
although there is evidence for some complex effects of spacing not
rostulated by the model, these effects may not cccur in any magnitude
in paired-associate 1list learning. As a model for the learning of the
individual members of a list of paired associstes, the all-or-none
forgetting model seems to account for the basic features of memory

and learning during the acquisition of the list.



APPENDIX

THE UNTFORM LAG ALGCRI'THM

This appendix presents a procedural algorithm designed to generate
a series of M trisls on the members of a list of L items such that
the distribution of interpresentation intervsls is uniform over the
range, t =1 to t = 2L-1 .
: n n
Degcription
To facilitate the description of the algorithm, it is necessary to

add to the notation introduced at the start of Chapter 2.

Nk _ The trial number of the nth presentation
3
of the kth item.

(N N N ¢ The presentation sequence of the ! item.

k,1° Tk,2’ "0 k,n)
[W+1, N+2, ..., N+(2L-1)] ¢ The block of 2L-1 +trials following trial N .

The algorithm assigns a presentation seguence to each member of the
list in turn. That is, all presentations of item k are determined
before any of the presentations of items k+1, k+2, ..., L are deter-
mined. The baslec steps of the procedure are summarized in the follow-
ing outline.

I, For k=1, 2, ..., L-1 ,

A. Nk,l = the first open trisll in the block [y, 2, ..., 2L-1] .

Lan "open" trial is one not already assigned to present (filled with)
one of the preceding k-1 items.
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B, For n=2, 3, ..., :Nk n is determined as follows:
SR,

1. ©Some trial, N , is chosen at random from the block

[N

k,nnlfl’ .

+2, 21-1)]

] +
k,n-1 B Nk,n—l'(

2. Nk n==N‘ if every block of 2L-1 +rials contalning
3

N has L~k or more open trials, not counting trisl N.l
3. If the condition in (2) is not satisfied, another trial
N 1is chosen and so on until the condition is satisfied.
C. When for some value ¢f n , Nk,n >M , then the presen-
tation seguence for item k 1s complete, terminating
with Nk,n-l .
IT. The last item in the 1ist, k

L, fills all the remalning

Ny o0

trials from 1 to M not assigned to one of the items, 1,

open trials; i.e., ... egual, respectively, the

g, 17
2y, «.., L-1 .

A program was written by Robert Miller at the Institute for Mathe-
matical Studies in the Socikal Sciences, Stanford University, to computer-
implement the aglgorithm. Given a list of items, the program will gen-
erate any specified number of series of trials. For each series, the
program outputs (1) the series itself, (2) the number of presentations
of each item, (3) the sequence of intervals for each item, (4) the distri-

butilon of intervals between presentations n and ntl of all items, and

1This condition assures that trials are available for the presentations
of later ifems in the list. 8Since no interpresentation can exceed
2L-1 +trials, there must be at least one presentation of each item

in any block of 2IL-1 +trials. If, after the kPN item has been
assigned a presentation sequence, some block of 2IL-1 +trials con-
tains less than L-k open trials, it is impossible for each of the
remaining L-k items to be presented in thai block of trials.
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{5) the total distribution of interpresentation intervals.

Uses and Digtributional Properties

The algorithm can be used in a number of experimental situations
in addition to list learning by the anticipation method. For example,
it can be used tc generate a series of study (R) trials and test (T)
trials for the study of list learning by the RT procedure; the members
of a given presentation sequence can be arbitrarily designated as study
trials or test trials on a.particular item, The procedure is also
applicable tc a variety of steady-state procedures in the study of
short-term recall and recognition memory. Katz (1966) used the algo-
rithm to generate a series of antlecipation trials in which the response
reinforeced to a particular stimulus was, with a high probsbility,
changed on each successive occurrence of the stimulus in the series.
Subjects were required to remember ithe current response for each
sfimulus, Herman Buschke (personal communication) at the Stanford
University Medicsl Center has also made use of the algorithm in &
steady-state experiment. In his experiment subjects were reguired
to estimate, at each stimulus presentation, how many trials had elapsed
since the last presentation of that stimulus.

The exact distributional properties of the algorithm are very
difficult te agscertain. It 1lg not clear how to solve for the distribu-
tional properties analytically. In practice, the algorithm generates
geries of trials with the following descripiive properties.

(1) The total distribution of interpresentation intervals appears
uniform.

(2) There seems to be a negligible correlation between the lengths
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of any two successive intervals, tn and tn+l s for a given item.
(3) The last item, on the average, is presented more often than
the other items; it tends to have more short than long interpresen-
tation intervals. This is the only apparent bias in the procedure.
Generally, the last item 1s presented 10 to 30 per cent more often
than the average number of presentations of the other items. Thus,
since the total distribution of intervals is uniform, the other items

have slightly-moré long intervals than short intervals. The difference,

however, does not seem noticeable.
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13. ABSTRACT (cont.)

Fifty subjects {college freshmen) were each given a series of LQO trials
on g list of 21 items. Nonsense syllables served as stimuli, and the three
digits, 3, 5, and T, served as responses. FEach of the responses was paired
with seven of the stimuli.

The experimental design allcwed performance measures t0 be examined as a
function of the 21 specific presentation sequences. In general, the observed
performance on & presentation was quite sensitive to the preceding inter-
presentation interval. The 21 learning curves showed striking temporary incre-

-ments due to short-term memory. The temporary nature of these increments was
emphasized by their spike-like appearance; if an interval of even moderate
length followed a very short interval, the sudden increase in the learning
curve was follcewed by & distinet decrease.

The latency of correct responses was similarly sensitive to the inter-
presentation interval. The 21 mean success latency curves tended to show a
negative spike whenever the learning curve showed a positive spike. In
contrast, the mean error latencles did not seem clearly sensitive to the
interpresentation interval. _

Consideration of the results led to formulation of an all-or-none forget-
ting model for palred-associate learning which distinguishes twoe memory
systems, one itransient and the other permanent. Several analyses of per-
formance prior to the last errcor were carried out to test the implication of -
the model that, prior to the last error, performance should be only at the
chance level except for shori-term memory effects. The observed learning
appeared to support the distinction between the sll-or-none learned state and

_a short-term memory state.

A number of measures of the obtained learning, in particular the 21 learn-

.ing curves, were found to be consistent with the predicticns of the all-or-
none forgetting model. '






