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Tests, as learning events, can enhance subsequent recall more than do additional study opportunities,
even without feedback. Such advantages of testing tend to appear, however, only at long retention
intervals and/or when criterion tests stress recall, rather than recognition, processes. We propose that the
interaction of the benefits of testing versus restudying with final-test delay and format reflects not only
that successful retrievals are more powerful learning events than are re-presentations but also that the
distribution of memory strengths across items is shifted differentially by testing and restudying. The
benefits of initial testing over restudying, in this view, should increase as the delay or format of the final
test makes that test more difficult. Final-test difficulty, not the similarity of initial-test and final-test
conditions, should determine the benefits of testing. In Experiments 1 and 2 we indeed found that initial
cued-recall testing enhanced subsequent recall more than did restudying when the final test was a difficult
(free-recall) test but not when it was an easier (cued-recall) test that matched the initial test. The results
of Experiment 3 supported a new prediction of the distribution framework: namely, that the final
cued-recall test that did not show a benefit of testing in Experiment 1 should show such a benefit when
that test was made more difficult by introducing retroactive interference. Overall, our results suggest that
the differential consequences of initial testing versus restudying reflect, in part, differences in how items
distributions are shifted by testing and studying.
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Tests have traditionally been used to measure learning. A con-
stantly growing body of research demonstrates, however, that tests
are themselves learning events. The retrieval processes triggered
by tests enhance subsequent recall, sometimes to a much greater
degree than do comparable opportunities to restudy the informa-
tion in question (for a recent review of testing effects, see Roediger
& Karpicke, 2006a). There is often, though, an interaction such
that restudying appears to be better than testing on the short term,
whereas an advantage for testing emerges at longer retention
intervals (e.g., Thompson, Wenger, & Bartling, 1978). Testing also
appears to have greater benefits for subsequent free-recall or
cued-recall testing than it does for forms of testing that are less
dependent on recall, such as tests of recognition or priming (see,
e.g., Hogan & Kintsch, 1971; Roediger & Blaxton, 1987).

In this paper we focus on the boundaries of the testing effect.
When is testing better than restudying as a means of practice, in
terms of subsequent performance? When is it not? We start by

reviewing evidence for testing effects and briefly describing the-
ories that have been used to explain such effects. Next, we focus
on two factors that have been found to moderate the testing effect:
final-test delay and final-test format. We then present a
distribution-based interpretation of retrieval as a memory modifier
to explain why the effects of testing interact with retention interval
and final-test format. Finally, we report the results of three exper-
iments that examined predictions derived from the framework.

Evidence for Testing Effects

The primary evidence for the benefits of tests consists of two
findings: (a) Later recall profits from having an earlier test (or
tests) of to-be-remembered information versus not having a prior
test, and (b) later recall profits, under some conditions, more from
having an earlier test (or tests) than it does from having an
opportunity (or opportunities) to restudy the information in ques-
tion. It is the second, more surprising finding that is the focus of
the present paper.

In the typical experiment contrasting the benefits of testing with
the benefits of additional study, participants initially study infor-
mation for a final criterion test of some kind. They then, usually
after a delay, go through either another study phase (study condi-
tion) or a test phase (test condition) in which they are tested on the
initially studied information (hereafter referred to as the practice
test or the initial test). Even more common are experiments in
which the initial study phase is followed by several study cycles
(repeated study condition) versus several test cycles (repeated test
condition). In some experiments, feedback is provided after each
test, but our focus in the present paper is on situations in which no
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feedback is provided following a given test. Providing feedback in
the testing condition typically enhances later recall (but see Hays,
Kornell, & Bjork, 2010), but our interest is in comparisons of
testing versus restudying in situations where time on task is held
essentially constant and any benefits of testing can be attributed to
the tests themselves rather than to the subsequent feedback. Any
benefits of testing over restudying in situations when there is no
feedback are both interesting and surprising. It is only when
retrieval of the tested information succeeds that there is a reexpo-
sure of sorts to that information, whereas there is always a reex-
posure when information is restudied.

When memory is tested on a subsequent, criterion test (hereafter
referred to as the final test) in such experiments, performance is
often higher in the test (repeated test) condition than in the study
(repeated study) condition. For example, Roediger and Karpicke
(2006b, Experiment 2) used short prose passages to examine the
contributions of testing to learning. Participants studied a given
passage for 5 min; then—before a final test—they restudied the
passage during three 5-min periods, were tested on their free recall
of the passage during three periods, or restudied the passage during
two periods and were then tested during one period. When the final
test was administered after only a 5-min delay, free recall was
higher in the restudy condition, but when the final test was delayed
1 week, the repeated test condition produced the best final recall
(and by a large amount). We elaborate more on this type of
crossover interaction after the next section.

Theories of Tests as Learning Events

Two explanations of the benefits of testing have been most
influential (see Roediger & Karpicke, 2006a, for a more compre-
hensive review, including of less influential accounts). The first is
the retrieval hypothesis (Bjork, 1975; Dempster, 1996; Gardiner,
Craik, & Bleasdale, 1973; Jacoby, 1978), by which some aspects
of retrieval itself, like the effort involved in it, improve subsequent
memory. According to the retrieval hypothesis, the testing effect is
a desirable difficulty, a term used by Bjork (1994) to describe
various learning strategies that enhance long-term memory al-
though they apparently slow initial learning. Restudying informa-
tion involves much more fluent processing than taking a test, but
it is the more difficult, less fluent, activity that results in better
subsequent memory. According to the retrieval hypothesis, the
more difficult the initial test is, provided retrieval succeeds, the
larger the benefit of testing should be. Indeed, this prediction has
been supported in a number of studies (e.g., Auble & Franks, 1978;
Benjamin, Bjork, & Schwartz, 1998; Gardiner et al., 1973;
McDaniel & Masson, 1985).

A related explanation of the benefits of testing is that the
retrieval processes engaged by tests constitute practice for a later
criterion test. This explanation, referred to as a retrieval practice
interpretation of tests as learning events (Bjork, 1988), has been
embellished by Roediger and Karpicke (2006a) in the form of their
transfer-appropriate-processing hypothesis. The basic idea is that
tests enhance memory on subsequent tests because they give
learners the opportunity to engage in retrieval processes of the type
that will be required on a later test.

A simple prediction based on this hypothesis is that the benefits
of practice tests should increase as a function of their similarity to
the final test. Indeed, Thomas and McDaniel (2007) observed that

a detailed-oriented encoding task (letter reinsertion) resulted in
higher memory performance on a final detailed test than on a final
conceptual test, whereas conceptual-oriented encoding task (sen-
tence sorting) resulted in higher memory performance on a final
conceptual test than on a final detailed test (see also Duchastel &
Nungester, 1982).

This brief review of the currently dominant interpretations of
why testing sometimes yields better later performance than does
restudying is presented, in part, to provide a contrast with the
distribution-based framework we propose. We do not attempt in
our framework to explain why being (successfully) tested on a
specific item strengthens its memory more than does restudying
that item. We simply assume, based on the literature, that it does.
Rather, we attempt to account for when advantages of testing
should and should not be expected. Our model, therefore, is not
intended to be a competing process model of why tests are learning
events, and it may not capture other dynamics in test-effect exper-
iments, such as the possibility of increased rehearsal of tested
items. It does, though, make somewhat different predications than
do the explanations reviewed above, especially as to why the
relative benefits of testing and restudying interact with final-test
format.

Moderators of the Benefits of Testing

This basic finding—that testing improves long-term memory
relative to an equal amount of time spent restudying, even in the
absence of feedback—has been replicated in numerous experi-
ments with various types of materials, such as single words (e.g.,
Thompson et al., 1978; Zaromb & Roediger, 2010), paired asso-
ciates (e.g., Allen, Mahler, & Estes, 1969; Toppino & Cohen,
2009), and text materials (e.g., Nungester & Duchastel, 1982;
Roediger & Karpicke, 2006b). For present purposes, however,
testing is not always better than restudying. Sometimes restudying
is better, and sometimes the two conditions do not differ signifi-
cantly. We focus below on two of the factors that have been found
to moderate the benefits of testing and that have received the most
attention in the literature: final-test delay and final-test format.

Final-Test Delay

Studies that used delayed final tests have yielded consistent
results: When the final test is delayed for a matter of days or weeks
after the practice, a benefit of testing is usually observed (e.g.,
Allen et al., 1969; Hogan & Kintsch, 1971; Nungester & Duchas-
tel, 1982; Roediger & Karpicke, 2006b; Wheeler, Ewers, & Buo-
nanno, 2003; Wheeler & Roediger, 1992). In a study by Nungester
and Duchastel, for example, participants studied a history passage
and then restudied the passage, took a test on the passage, or
engaged in an unrelated activity. In a final test administered 2
weeks later, participants in the test group outperformed partici-
pants in the other two groups.

Studies that have used final tests administered immediately or
shortly after the practice phase have, however, yielded less con-
sistent results. Tulving (1967), for example, used immediate test-
ing and observed that study and test practice periods resulted in an
equivalent amount of learning. Although no testing advantage was
observed in this study, it served as an important demonstration of
the power of testing in maintaining memory, given that there was
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much less exposure to the studied information in the test condition
than in the study condition. Similar results have been reported by
other investigators (e.g., Thompson et al., 1978, Experiment 1).
Other studies, however, reported a benefit of testing on immediate
final tests (e.g., Gates, 1917; Kuo & Hirshman, 1996). Yet other
studies that used immediate testing reported a disadvantage of
testing (Thompson et al., 1978, Experiment 2).

The various relevant studies used not only different final-test
delays but also different materials, different participants, and
somewhat different designs. It is therefore difficult to pinpoint the
effect of test delay on the benefits of testing across these different
studies. More direct evidence for the role of test delay comes from
studies that used different final-test delays within a single exper-
imental design. Consistently, these studies have obtained an inter-
action of the testing effect with final-test delay (e.g., Chan, 2010;
Roediger & Karpicke, 2006b; Runquist, 1983; Thompson et al.,
1978; Toppino & Cohen, 2009; Wheeler et al., 2003). Results from
these studies converge to suggest that the benefit of testing over
restudying increases as final-test delay increases.

A good example of finding such an interaction with test delay is
a study by Wheeler et al. (2003) in which participants studied
single words and then practiced them under repeated study or
repeated (free-recall) test conditions. A final free-recall test was
administered after 5 min, 2 days, or 7 days. On the 5-min-delay
test, more items were recalled in the repeated study condition than
in the test condition. After 2 days, however, this effect was
eliminated and the groups did not differ significantly; after 1 week,
the repeated testing group outperformed the repeated study group.
Similar results were obtained by Roediger and Karpicke (2006b,
Experiment 1), as described earlier.

There is strong evidence, then, that the benefit of testing
emerges and increases as the final test is delayed. This interaction
with final-test delay has been explained by suggesting that whereas
restudy strengthens memory storage, testing strengthens item re-
trievability (Birnbaum & Eichner, 1971; Bjork, 1975; Wheeler et
al., 2003; see also Roediger & Karpicke, 2006a). The model that
we present in this paper suggests a simpler and more comprehen-
sive solution to the puzzle.

Final-Test Format

Final-test format is another factor that has been shown to mod-
erate the testing effect, although the evidence is sparser than it is
for the moderating role of final-test delay. The effects of initial-test
format have also been investigated (see, e.g., Duchastel, 1981;
Kang, McDermott, & Roediger, 2007), but our focus is on the
effects of final-test format. In their classic study, Hogan and
Kintsch (1971) found that participants, after studying a list of
single words, free-recalled more of those words after having had
an intervening test versus a second study opportunity, independent
of whether the initial test was a recognition or a free-recall test.
When the final test was a recognition test, however, no benefit of
testing was obtained: Restudying and testing did not differ signif-
icantly when the initial test was a recognition test, and restudying
was better when the initial test was a free-recall test.

Along similar lines, several other studies examined final-test
format by comparing short-answer tests, which involve active
production of information, to multiple-choice tests, which in-
volved less active production. The results of those studies suggest

that short-answer tests are more sensitive to the benefits of testing
than are multiple-choice tests (R. C. Anderson & Myrow, 1971;
Kang et al., 2007, Experiment 1; but see Glover’s 1989 study, in
which similar benefits of testing were obtained on free-recall,
cued-recall, and recognition tests). In the Kang et al. study (Ex-
periment 1), for example, there was a numerical (thought not a
significant) benefit of testing (using a multiple-choice test) over
restudying when the final test was a short-answer test but not when
it was a multiple-choice test.

Hogan and Kintsch (1971) interpreted their results in term of a
two-stage theory of recall. They attributed the moderating role of
final-test format to the qualitatively different processes that are
involved in free recall and recognition. In particular, they sug-
gested that testing improves subsequent retrievability, which un-
derlies free recall, but not subsequent recognizability, which
underlies both free recall and recognition. As a consequence,
free-recall performance benefits from testing, but recognition per-
formance does not. Our interpretation, as sketched below, suggests
an alternative interpretation.

A Distribution-Based Interpretation of Retrieval as a
Memory Modifier

In this section, we present a distribution-based interpretation of
retrieval as a memory modifier, an interpretation that has evolved
across the second author’s many years of trying to understand the
factors that moderate the benefits of testing (e.g., Bjork, Hofacker,
& Burns, 1981; Gelfand, Bjork, & Kovacs, 1983). As we discuss
at the end of this section, the distribution framework we present in
this paper is oversimplified in certain respects, but it makes the
same predictions in the present context as do more complex
versions of the distribution-based interpretation of retrieval effects.

The basic assumptions of the distribution model are depicted in
Figure 1. Panel A depicts a situation in which some material is
initially studied and then practiced by restudying, and panel B
depicts the corresponding testing (without feedback) situation. The
first assumption that we make is that before an initial study
phase—and across all participants and all studied items—the stud-
ied items end up normally distributed, to a first approximation, on
a memory-strength distribution. This distribution is depicted by the
dotted-line distributions shown in Figure 1, representing memory
strength before the initial study. Second, after an initial study
phase, all items are strengthened, as depicted by the dashed-line
distributions—representing memory strength after the initial
study—being to the right of the dotted-line distributions.

A third and critical assumption is that, following the practice
phase, items that are successfully recalled on the initial, practice
test are strengthened more than are items that are restudied, as
indicated by the right-hand solid curve on panel B (memory
strength following successful testing) being to the right of the solid
curve in panel A (memory strength following restudy). We as-
sume, in addition, that a failure to recall in the testing conditions
leaves those failed items with the same strength in memory they
had before, as shown by the left-hand solid curve on panel B
(memory strength following failed retrieval attempt), which over-
laps the dashed curve (prepractice memory strength). Under some
circumstances, the assumption that nonrecalled items are left with
the same strength may be unrealistic, given the evidence for
retrieval-induced forgetting (M. C. Anderson, Bjork, & Bjork,
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1994)—that is, that recalling some items associated with a given
cue can impair the subsequent recall of other items associated with
the cue. But in the research that we report using cued-recall
procedures on the initial test, each target item is associated with a
unique cue.

Figure 1 depicts a situation in which about 70% of the initially
studied information is successfully retrieved on the initial test. A
final assumption is that the more difficult the initial test, the larger
the benefit for the items successfully recalled on that test. This
assumption is not necessary for the purpose of the experiments
presented in the current paper, but it is germane to issues addressed
in the General Discussion.

Based on these assumptions, the main prediction of the model is
that final-test difficulty moderates the testing effect. Test difficulty
is represented in Figure 1 by the dotted vertical lines. Items that are
to the right of these lines (marked by the gray areas in the figure)
are items that are stronger than the criterion for recall and thus will
be retrieved; items that are to the left of these lines will not be
retrieved on the final test. In the specific situation depicted in
Figure 1, there is a benefit of restudying over testing for the easy
test and a benefit of testing over restudying for the difficult test
(i.e., a crossover interaction). In general, though, what the model
predicts is that there will be an interaction of final-test difficulty
and whether information is initially tested or restudied. Whether a
crossover interaction is observed or not should depend on where
the easier and harder final-test criteria fall on the memory-strength
dimension. With two hard final tests, for example, performance
following initial testing may exceed performance following initial
restudying, but the benefit should be larger for the more difficult
final test. Conversely, with two easy final tests, there should be a
benefit of restudying over testing, but the advantage of restudying
should be larger for the easier test.

We define final-test difficulty in terms of its retention criterion,
that is, the minimum memory strength at the end of the practice
phase that is required for an item to be retained on the final test.
Final-test difficulty is assumed to be a function of properties of the
final test itself, such as final-test format (e.g., recall vs. recogni-
tion) or the amount of cue support in cued-recall tests, but it also
varies with whatever happens prior to the test itself. The same
memory task can be easy when given just after the study test but
difficult when given after a long interval. Similarly, if the final test
follows an interfering task, it will be more difficult—in the sense
that fewer items will be retrieved—than when the test follows a
less interfering activity.1

Predicting the Effects of Final-Test Delay and
Final-Test Format

The model predicts the effects of final-test delay in a straight-
forward way. At a short delay, the benefit of restudying, which is
that all items are strengthened, will often outweigh the benefit of
testing, which is that the retrieved items get a larger boost in
memory strength than do corresponding studied items. At a long
delay, on the other hand, the key factor will tend to be which
condition produces a subset of the strongest items (i.e., which
condition produces the most items that are strong enough to exceed
a higher final-test criterion). As the final test is delayed, the larger
boost given the items recalled on the initial test (vs. that given
restudied items) will play a greater role, and advantages of testing
over restudying will become increasingly apparent.

The arguments with respect to the effects of final-test format are
similar. Free-recall tests are more difficult than recognition tests,
for example, and thus should be more revealing of the benefits of
testing. Note, however, that this explanation of why tests such as
free recall and cued recall should show larger benefits of testing
differs substantially from prior, existing explanations of test ef-
fects. Others have explained the interaction of test effects with
format of the final test by saying, for example, that tests strengthen
item retrievability whereas restudy strengthens item storage, and
retrievability is a larger factor during tests of free recall, say, than
it is during tests of recognition. It could well be that there are
qualitative differences in how items are strengthened by testing
versus by restudying, but our approach in the present paper is to
examine the degree to which the effects of testing can be ac-
counted for without appealing to such qualitative differences.

In the context of qualitative differences, it is important to
emphasize that the version of the distribution model, as depicted in
Figure 1, is indeed oversimplified in a major way, namely, in the
assumption that items can be characterized as differing on a single
strength dimension. Research on implicit and explicit measures of
memory and on differences between recognition and recall pro-

1 The more complex version of the model assumes (a) that the final-test
criterion is not absolute but is subject to oscillations around some central
value as a function of moment-to-moment changes, such as in the mental
set of a participant, and (b) that increments to a recalled item’s memory
strength are a decreasing function of the item’s current retrieval strength
and an increasing function of its current storage strength (see Bjork &
Bjork, 1992). Because neither complicating assumption affects the model’s
predictions in the context of the present experiments, we have presented the
simpler version.

Figure 1. A distribution-based theory of retrieval as a memory modifier.
Dotted curves represent memory strength prior to the initial study; dashed
curves represent prepractice memory strength after initial study and before
additional practice; solid curves represent postpractice memory strength
following restudy (panel A) and test (panel B). Dotted vertical lines
represent final-test recall criterion for easy tests and difficult tests. Shaded
areas represent items recalled on the final test.
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cesses has demonstrated that memory representations are multidi-
mensional (for reviews, see Richardson-Klavehn & Bjork, 1988;
Roediger, 1990). To account for other phenomena, such as perfor-
mance on implicit tests versus explicit tests, one must assume a
bivariate normal distribution, with items differing on two dimen-
sions of strength, but a one-dimensional version suffices for the
present purposes.

In addition, we need to emphasize that what is depicted in
Figure 1 is retrieval strength, to use Bjork and Bjork’s (1992)
term, or response strength, to use Estes’s (1955) term—not stor-
age strength or habit strength, respectively. For many purposes it
is necessary to consider not only the level of retrieval/response
strength, which is assumed to completely determine the probability
of recall, but also storage/habit strength, a latent variable assumed
to influence the rate of forgetting and learning. Again, though, that
is a consideration that can be ignored for the purposes of this
paper.

Novel Predictions of the Framework

Our distribution-based framework makes a somewhat different
prediction than does the retrieval-practice (or transfer-appropriate-
processing) interpretation of tests as learning events. Those ideas
predict that the overlap of initial test and final test format should
be crucial for the benefit of testing. Thus, an initial cued-recall test
should exercise processes demanded by a final cued-recall test
more than it does the processes demanded by final free-recall test,
and the converse should be true as well. By contrast, according to
our framework, final-test difficulty is the crucial factor for the
benefit of testing. Final free recall, therefore, should profit more
from initial cued-recall testing than should final cued recall, re-
gardless of the initial test format. Experiments 1 and 2 were
designed to test that prediction.

The framework also predicts that another factor, degree of
retroactive interference between the initial test or restudy oppor-
tunity and the final test, which has not been explored in prior
research, should moderate the benefits of testing. Basically, the
more retroactive interference, the more difficult is retention on the
final test and, therefore, the more the benefits of initial testing
versus restudying. Experiment 3 was designed to test that predic-
tion.

The Current Experiments: General Procedure

The basic procedure was similar in all three experiments. Par-
ticipants studied a list of related word pairs (e.g., RENT: HOUSE)
under repeated study (SSS) or repeated test (STT) conditions
(within participants). The participants then read a second list of
paired associates for about 8.5 minutes, before taking the final test.
In Experiments 1 and 2 the second list was unrelated to the first
list, and the critical manipulation was the format of the final test,
which was a test either of cued recall or of free recall, between
participants. In Experiment 3 the second list was designed to
contain pairs that either interfered with or did not interfere with
individual pairs in the first list.

Experiment 1

In Experiment 1, final-test difficulty was manipulated by using
three different final-test formats (between participants): (a) recall

cued with the cue word and a fragment of target word; (b) recall
cued with cue word only; and (c) free-recall tests. These three final
tests were designed to serve as easy, intermediate, and difficult
final tests, respectively.

Method

Participants and design. The participants were 72 students
from the University of California, Los Angeles, 24 in each
between-participants condition, who participated for course credit.
The design was a 2 � 3 mixed design: Type of practice (restudy/
test) and final-recall test format (recall cued with cue word and
fragment/recalled cued with cue word only/free recall) were ma-
nipulated within and between participants, respectively.

Materials. The materials included 54 related word pairs (e.g.,
RENT: HOUSE), taken from Jacoby (1996). The pairs were chosen
from a range of association frequencies according to various
norms, and the highest frequency associate of a cue word was
never selected. Association frequency ranged from .03 to .59 (M �
.27). Target words were four or five letters in length. Target
fragments, with two or three missing letters in each, were also
adopted from Jacoby (1996), and the fragments were unique to a
given target. The fragments were constructed such that there was
at least one other associate that would complete a given target’s
fragment (e.g., RENT: —SE could be completed with house and
with lease). The additional set of associates (e.g., LEASE) was not
used in the current experiment but was used in Experiment 3.

Two lists of 24 pairs each were randomly selected from this pool
of pairs. One list served as the critical list that was used in the
study phase, practice phase, and final test phase; the other list was
used in the distraction phase. Which list was assigned to which role
was counterbalanced across participants. Each list was randomly
split into two sublists of 12 word pairs, with one sublist assigned
to the restudy condition and the other assigned to the test condition
(counterbalanced across participants) when that list served as the
critical list. Six additional word pairs served as three primacy
buffers and three recency buffers in the study phase.

Procedure. There were four phases for the experiment: study,
practice, distractor, and final test. During the study phase, the
critical list was studied: Word pairs were presented one by one, in
random order, for 3 s each, with a 1-s interpair interval. Partici-
pants were instructed to study the word pairs for a later memory
test and to think about the association between the two words in
each pair, because doing so might help them remember the pair.
Participants were not given any information about the format of
the final test.

During the practice phase that followed the study phase, partic-
ipants went through two consecutive cycles of practicing the
critical list. Items from one sublist of 12 pairs were restudied on
both cycles, whereas the items from the other sublist of 12 items
were tested on both cycles. Items from the two sublists were
intermixed and presented in a different random order on each
practice cycle, with a 1-s interpair interval. On study trials, a word
pair was re-presented for 6 s. On test trials, the cue word and
fragment of the target were presented for 6 s. Participants were
asked to retain the appropriate target word and to type in the entire
word while the cue word and fragment were present on the screen.

During the distractor phase, participants were asked to read a
second list of related word pairs. In Experiments 1 (and 2, in
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contrast to Experiment 3), word pairs from the second list were
always unrelated to any of the word pairs from the critical list.
Thus, this phase was designed as an activity that would provide
nonspecific interference with—and prevent rehearsal of—items
from the critical list, with the goal being to avoid recency effects
and ceiling effects on the final test. Participants went through three
consecutive cycles of reading the second list, and the pairs were
presented in a different random order on each cycle. Each word
pair was presented for 6 s, with a 1-s interpair interval. The cover
story used was that we were interested in how prior study of the
first list would affect the processing of the second list. Participants
were instructed to read each word pair and say it to themselves.
They were also asked to try to read the pairs at a constant rate,
without thinking about the previous study phase when reading.

During the final test that immediately followed the distraction
phase, participants were asked to recall the target words from the
critical list. They were instructed in particular to recall the target
(right-hand) words from the first (i.e., critical) list. In the easy test
condition, participants were presented with the cue word and a
fragment of the target word (e.g., RENT: —SE) and asked to type
in the target. The test was self-paced, but participants were limited
to 20 s per item, after which the computer advanced to the next
item. The intermediate test condition was similar to the easy test
condition, but no target fragments were provided (i.e., participants
were cued with the cue words alone). In the difficult test condition,
a free-recall test was administered: Participants were given a blank
sheet of paper and were asked to write down the target words. The
retrieval interval was self-terminated.

Results and Discussion

The distribution framework predicts that the relative or absolute
advantage of initial testing over restudying, if any, should increase
with test difficulty. Thus, the test of free recall should have been
most reflective of any benefits of test, the cue-plus-fragment
test the least reflective, with the cue-alone test falling in be-
tween. The retrieval practice idea, on the other hand, without
additional assumptions, predicts the opposite pattern. The pro-
cesses engaged by the cue-plus-fragment initial testing should
overlap most that same condition on the final tests, overlap to
a lesser degree the cue-alone final test condition, and overlap
least with the free-recall test.

Practice-phase performance. Overall, averaged across the
two practice cycles and three final-test conditions, participants
recalled .82 of the studied targets during the practice phase. Per-
formance did not differ significantly as a function of final-test
condition (F � 1).

Final-test performance. The proportions of targets recalled
correctly on the final test are shown in Figure 2 as a function of
practice condition, restudy or test, and type of final test. Final test
performance was subjected to a 2 (practice condition: repeated
study vs. repeated test) � 3 (final-test difficulty: easy, intermedi-
ate, difficult) mixed-design analysis of variance.

The three different final tests were designed to represent differ-
ent levels of test difficulty, and indeed that was the case overall,
F(2, 69) � 105.15, MSE � .05, p � .001, �p

2 � .75. However, as
is apparent in Figure 2, a Tukey post hoc test revealed that the level
of recall on the easy (cue-alone) test (.84) and the intermediate
(cue-plus-fragment) test (.81) did not differ significantly and were

both much higher (p � .05) than recall on the difficult (free-recall)
test (.26). Thus, the three different final tests used in this study
appear to have represented only two levels of final-test difficulty:
a relatively easy level (cued recall with or without target frag-
ments) and a relatively difficult level (free recall).

A general testing effect was obtained: Across the different
test-difficulty conditions, items were recalled better in the repeated
test condition (.69) than in the repeated study condition (.58), F(1,
69) � 27.07, MSE � .01, p � .001, �p

2 � .28. That advantage,
though, as predicted by our distribution model, depicted in Fig-
ure 1, was a consequence of there being a large advantage of
testing over restudying when the final test was the difficult (free-
recall) test (.39 vs. .13), t(23) � 7.05, p � .001, d � 1.52. When,
on the other hand, the final test was a relatively easy test (cued
recall with/without target fragments), there was no advantage of
testing over restudying (.85 vs. .83, respectively), t(23) � 0.69, ns;
(.83 vs. .80, respectively), t(23) � 0.85, ns. This pattern resulted in
a significant two-way interaction between practice condition and
final-test difficulty, F(2, 69) � 27.07, MSE � .02, p � .001, �p

2 �
.31, as predicted by the distribution framework.

In Experiment 1, there was not a benefit of restudying over
testing when the final test was a relatively easy test. In the context
of the distribution model, the easy test criterion in Experiment 1
was a little higher than (i.e., to the right of) the one depicted in
Figure 1.

From the perspective of the distribution framework, an aspect of
Experiment 1 that may have worked against finding an advantage
of restudying on the easy final test is that performance on the
practice tests was over 80%. An advantage restudying has over
testing is that all items are helped, whereas only the successfully
retrieved items are helped via testing (though they are helped
more). Experiment 2 was designed to examine whether, as implied
by the distribution framework, reducing the proportion recalled on
the initial tests in the testing condition would yield a crossover
interaction, as depicted in Figure 1.

Figure 2. Mean proportion of targets recalled on the final test as a
function of practice condition (repeated study, SSS/repeated test, STT) and
final-test difficulty (easy/intermediate/difficult) in Experiment 1. Error bars
represent standard error of the means.
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Experiment 2

Experiment 2 was similar to Experiment 1 except that a more
difficult practice test—recall cued with cue word only—was used.
In addition, final-test difficulty was manipulated by using only two
different final-test formats (between participants): (a) recall cued
with cue word only and (b) free recall.

Method

Participants and design. The participants were 40 students
from the University of California, Los Angeles, 20 in each
between-participants condition, who participated for course credit.
The design was a 2 � 2 mixed design: Type of practice (restudy/
test) and final recall test format (recalled cued with cue word
only/free recall) were manipulated within and between partici-
pants, respectively.

Materials and procedure. The materials were identical to
those used in Experiment 1. The procedure was the same as in
Experiment 1, except that during the practice phase participants
were cued with the cue words only and that only two levels of final
test difficulty were used.

Results and Discussion

Again, the distribution framework predicts that any benefits of
testing should emerge as the final test becomes more difficult,
whereas the retrieval-practice idea predicts that any such benefits
should be largest when the processes engaged by the initial and
final tests overlap the most. In Experiment 2, this period corre-
sponds to the cued-recall final-test condition, given that the initial
test was also cued recall.

Practice-phase performance. Overall, averaged across the
two practice cycles and two final-test conditions, participants
recalled .73 of the studied targets during the practice phase. Per-
formance did not differ significantly as a function of final-test
condition, t(30) � 1.10, ns.2

Final-test performance. The proportions of targets recalled
correctly on the final test are shown in Figure 3 as a function of
practice condition, restudy or test, and type of final test. Final test
performance was subjected to a 2 (practice condition: repeated
study vs. repeated test) � 2 (final-test difficulty: easy, difficult)
mixed-design analysis of variance.

The two different final tests were designed to represent different
levels of test difficulty. Indeed, that was the case overall, as recall
on the easy test (.84) was far higher than recall on the difficult test
(.23), F(1, 38) � 165.28, MSE � .05, p � .001, �p

2 � .81.
More important, and as is apparent in Figure 3, the benefits of

testing versus restudying interacted with final-test difficulty,
F(1, 38) � 14.00, MSE � .02, p � .001, �p

2 � .27, and did so in
a way that is consistent with the distribution model. When the final
test was difficult, there was an advantage of testing over restudying
(.29 vs. .18), t(19) � 2.97, p � .01, d � 0.68, whereas when the
final test was easy, there was an advantage of restudying over
testing (.89 vs. .79), t(19) � �2.36, p � .05, d � 0.60. Across the
two test-difficulty conditions, there was no main effect of testing
versus restudying (.54 vs. .53; F � 1).

Thus, final-test difficulty, not the overlap of initial- and final-
test formats, moderated whether initial testing or restudying led to

better recall on the final test. An initial cued-recall test had
maximum benefits, relative to restudying, not when the final test
was the exact same test but when the final test was a free-recall test
without the cues being re-presented. The obtained results also pose
difficulties for Hogan and Kintsch’s (1971) dual-process interpre-
tation of why testing, in their research, improved later free recall
more than did restudying but did not have the same advantage on
later recognition testing. According to that interpretation, testing
enhances subsequent retrievability more than does restudying but
does not enhance subsequent recognizability relative to restudying.
Given, however, that both the final cued-recall and free-recall tests
employed in Experiment 2 are tests of item retrievability, such a
dual-process model cannot account—at least without added as-
sumptions—for why there was an advantage of testing over re-
studying when the final test was a test of free-recall whereas the
opposite was true when the final test was cued recall.

Experiment 3

Experiment 3 was designed to examine whether another way of
increasing final-test difficulty, providing a higher level of retroac-
tive interference prior to the final test, would also, as predicted by
the distribution framework, increase the benefits of testing versus
restudying. To our knowledge, the effect of rate of forgetting, as
manipulated by degree of retroactive interference, on the relative
effectiveness of initial testing versus restudying has not been
examined in the literature.

As in the previous experiments, participants in Experiment 3
studied a list of related word pairs under repeated study (SSS) or
repeated test (STT) conditions (within participants). The critical

2 As intended, mean practice test performance was lower in Experiment
2 (.73) than in Experiment 1 (.82), t(87) � 2.52, p � .05. Therefore,
although performance on the cued-recall test with cue words only and
performance on the cued-recall test with cue words and target fragments
did not differ on the final test in Experiment 1, they did differ between
experiments when used as practice tests.

Figure 3. Mean proportion of targets recalled on the final test as a
function of practice condition (repeated study, SSS/repeated test, STT) and
final-test difficulty (easy/difficult) in Experiment 2. Error bars represent
standard error of the means.

807WHEN DOES TESTING ENHANCE RETENTION?



manipulation, crossed with practice condition, was introduced in
the subsequent distraction phase, during which participants read a
second list of related word pairs that was designed to contain pairs
that either interfered with or did not interfere with particular pairs
in the first list. The final test was a cued-recall test with recall cued
by the cue word and a fragment of the target word. The motivation
for using a final-test format that did not, in Experiment 1, show a
benefit of testing over restudying was to examine in a different
way the key prediction of the distribution framework (i.e., that it is
final-test difficulty, not format, which is the key factor in whether
initial testing produces better later performance than does restudy-
ing). The framework predicts that any way of making the final test
difficult—in this case by introducing retroactive interference—
should increase the likelihood that initial testing will lead to better
final performance than does restudying.

Method

Participants and design. The participants were 36 students
from the University of California, Los Angeles, who participated
for course credit. The design was a 2 � 3 design: Type of practice
(restudy/test) and type of distraction (repetition, AB-AB/
interference, AB-AC/filler, AB-DE) were manipulated within par-
ticipants.

Materials. We used the same set of cue–target pairs that was
used in Experiments 1 and 2 along with the corresponding com-
petitive fragment completions from Jacoby (1996). The study
materials, therefore, included 54 items, each containing a cue and
two competitive targets that share the same fragment (e.g., RENT:
—SE; HOUSE, LEASE). The association frequency of the com-
petitive fragment completions ranged from .03 to .69 (M � .35).

We randomly created nine sublists of six quadruplets each from
this pool of 54 quadruplets. The study list was composed of six
sublists, one for each of the six within-participants conditions.
Quadruplets on two sublists were used as fillers in the distraction
phase, and those on the ninth sublist was used as primacy and
recency buffers during the study phase. The assignment of specific
sublist to each of these options was rotated across participants. We
also counterbalanced which set of targets was used in the study list
and which was used in the distraction phase for the interference
condition.

Procedure. The experiment was similar to the previous ex-
periments, with study, practice, distractor, and final-test phases.
The study and practice phase were identical to the ones used in
Experiment 1, except that a longer, 36-item list was used.

In the distraction phase, participants were asked to read a second
list of 36 related word pairs that included 12 pairs of each of the
following: (a) interfering pairs (e.g., KNEE–BEND), which shared
the same cue word and target fragment (e.g., B-N-) with a corre-
sponding first-list pairs (e.g., KNEE–BONE) but had a different
target word; (b) filler pairs, which were unrelated to any of the
pairs from the first list; and (c) repeated pairs, which were iden-
tical to pairs from the first list. The repetition condition was added
to support the interference manipulation: If the second list had
included only interfering and filler items, participants could have
used the rule “if a target has been presented in the previous
[distraction] phase, it is not the first-list target that I am searching
for” to limit interference. The cover story and instructions were the
same as in the previous experiments. To equate the overall dura-

tion of the distraction phase—that is, the retention interval—across
all three experiments despite the change in list length from 24
items in Experiment 1 and 2 to 36 items in Experiment 3, we used
only two cycles of reading the second list in this experiment,
resulting in 8.4 min of distraction. A different random order was
used in each cycle.

The final test phase was identical to the one used in the easy test
condition in Experiment 1. Participants were cued with a cue word
and fragments of the associated target word from List 1 and asked
to recall the first-list target.

Results and Discussion

On the basis of the results of the previous two experiments, no
benefit of testing over restudying was predicted in the filler con-
dition. According to our distribution-based framework, however,
the benefit of testing was expected to emerge in the interference
condition.

Practice-phase performance. Overall, participants recalled
.82 of the studied targets during the practice phase. Performance
did not differ significantly as a function of final-test condition
(F � 1).

Final-phase performance. The proportions of targets re-
called correctly on the final test are shown in Figure 4 as a function
of practice condition (restudy or test) and distraction condition
(repetition, filler, or interference). Final test performance was
subjected to a 2 (practice condition: repeated study vs. repeated
test) � 3 (distraction condition: repetition, filler, or interference)
within-participants analysis of variance.

The different distraction conditions were designed to represent
different levels of test difficulty, and indeed that was the case
overall, F(2, 70) � 33.63, MSE � .06, p � .001, �p

2 � .49. Tukey
post hoc tests revealed that repetition of pairs during the distraction
phase resulted in the highest level of recall (.92) and interference
resulted in the lowest level of recall (.62), with the filler condition
falling in between (.88; ps � .05).

The comparisons of key interest involve the filler (AB-DE)
and interference (AB-AC) conditions. As predicted by the dis-
tribution model, the relative benefits of testing and restudying

Figure 4. Mean proportion of targets recalled on the final test as a
function of practice condition (repeated study, SSS/repeated test, STT) and
distraction condition (repetition/interference/filler) in Experiment 3. Error
bars represent standard error of the means.
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interacted with degree of retroactive interference prior to the
final test, F(2, 70) � 4.33, MSE � .02, p � .05, �p

2 � .11. In
the interference condition there was an advantage of initial
testing over restudying (.67 vs. .57), t(35) � 2.41, p � .05, d �
0.41, whereas in the filler condition there was a nonsignificant
difference in favor of the restudy condition (.87 vs. .90),
t(35) � �0.92, p � .36.

As mentioned before, the repetition (AB-AB) condition, which
was added only to support the interference manipulation, is not of
primary interest. One might have expected, though, given prior
evidence that tests potentiate subsequent learning (e.g., Izawa,
1970; Kornell, Hays, & Bjork, 2009), to see an advantage of prior
testing in this condition. No such significant effect was obtained
(.92 vs. .93 for repeated study and repeated test conditions, respec-
tively), t(35) � .18, p � .86. This is perhaps not surprising, given
that the levels of recall are so close to the ceiling.

The effect of retroactive interference on memory for tested
information. To examine further the benefits of testing in
insulating memories from retroactive interference, we compared
performance on the second of the initial tests during the practice
phase with performance on the final test, administered after the
distraction (second list) phase. In the repetition condition (AB-
AB), performance on the final test was expected to benefit from
the additional study of those items during the distractor phase.
Participants indeed recalled significantly more items in this con-
dition on the final test (.93) than on the initial test (.82), t(35) �
4.38, p � .001, d � 0.76.

Of more interest are the filler (A-B, D-E) and interference (A-B,
A-C) conditions. A 2 (test phase: practice vs. final) � 2 (distrac-
tion condition: interference vs. filler) within-participants analysis
of variance revealed that the difference between initial test perfor-
mance and final-test performance interacted with level of retroac-
tive interference induced by the second list, F(1, 35) � 16.65,
MSE � .02, p � .001, �p

2 � .32. There was a significant decrease
in recall from the second practice trial to the final test in the
interference condition (.83 vs. .67), t(35) � 4.02, p � .001, d �
0.75, whereas there was an increase in the filler condition (.84 vs.
.87), t(35) � �2.24, p � .05, d � 0.40, which might be simply
attributed to practice with the task demands (i.e., typing in the
responses within the 6-s time frame).

Thus, tested items did suffer from retroactive interference:
83% of the tested pairs remained available on the practice test,
but only 67% of the tested items were recallable on the final
test, resulting in a forgetting rate of 19% following retroactive
interference (100 � �67/83� � 100). However, restudied items
suffered much more from retroactive interference: From the
participants’ point of view, 100% of the pairs were present
during the practice trials in the restudy condition, but then only
57% of those pairs could be recalled on the final test, resulting
in a forgetting rate of 43% following retroactive interference.
Therefore, although there is no absolute benefit of testing in
insulating memories from the negative consequences of retro-
active interference (as repeated testing did not make memory
for the List 1 pairs immune from retroactive interference alto-
gether), there is a substantial relative benefit of testing over
restudying in doing so (as testing protect those pairs from
interference much better than did restudying).

General Discussion

We have referred to the model in Figure 1 as a framework,
interpretation, or model because it is not a theory in the process-
model sense. The model simply assumes that a successful test
results in larger increase in the subsequent accessibility of the
retrieved item from memory than does restudying that item.3 That
assumption, together with the heterogeneity of items within and
across participants, has produced the interactions of testing/
restudying with final-test delay and final-test format that have been
reported in the literature. The model says that final-test difficulty
by itself moderates whether initial testing exhibits a benefit
over initial restudying. Thus, the model predicts that any way of
making the final test more difficult, such as by increasing
retroactive interference (tested in Experiment 3), should in-
crease the relative benefits of initial testing and that final-test
difficulty, not the overlap of initial-test and final-test formats,
should increase the benefits of testing versus restudying (tested
in Experiments 1 and 2). The results of Experiments 1, 2, and
3 confirm those predictions.

Overlap of Initial-Test and Final-Test Formats

In Experiments 1 and 2, an advantage of testing over restudying
was observed when the final test was a test of free recall but was
not observed (Experiment 1) or was reversed (Experiment 2) when
the final test was a test of cued recall, even though the initial-test
format was cued recall in both experiments. This finding is con-
sistent with previous work that suggested that final-test format
moderates the testing effect (e.g., Hogan & Kintsch, 1971), but the
interpretations given those prior findings differ from the present
interpretation. Thus, for example, Hogan and Kintsch (1971) ex-
plained their findings that recall tests (or short-answer tests) ex-
hibited benefits of testing, whereas recognition tests (or multiple-
choice tests) did not, by assuming that recognizability is not
enhanced by testing, whereas retrievability does benefit from test-
ing. Our distribution-based framework suggests, instead, that such
findings were obtained because recall (or short-answer) tests are
more difficult than are recognition (or multiple-choice) tests.

We were able to demonstrate in Experiments 1 and 2, from that
standpoint of testing the distribution model, that the relative ben-
efit of testing over restudying can be larger when initial-test and
final-test formats differ than when they are the same. That is, an
initial cued-recall test, versus restudying, enhanced later recall
more on a final free-recall test than it did on a final cued-recall test.
As Roediger and Karpicke (2006a) pointed out based on other
findings, such as Kang et al.’s (2007) finding that performance on

3 To directly examine the assumption that successful tests result in larger
increase in memory of an item versus restudying that items, we reanalyzed
the data from the interference condition in Experiment 3. To avoid any
item-selection biases, we computed final-test recall rates following restudy,
successful retrieval on practice, and unsuccessful retrieval on practice, for
each of the 36 items, across participants. Results indicated that, as pre-
dicted, an item was more likely to be recalled on the final test when it was
successfully retrieved on the practice test (.77) than when it was restudied
on the practice phase (.57), t(35) � 4.76, p � .001. (This analysis also
yielded that for items that were not recalled on practice test, the probability
of recall on the final test was .15.)
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a final multiple-choice test was fostered more by an initial free-
recall test than by an initial multiple-choice test, this finding is
problematic for interpretations such as the retrieval-practice inter-
pretation (“Initial retrieval aids a later retrieval to the extent that it
constitutes practice for that later retrieval—that is, to the extent
that the processes involved in the initial retrieval overlap the
processes required to retrieve that item later”; Bjork, 1988, p. 397)
or the transfer-appropriate-processing hypothesis (“Performance
on a final test should be best when that test has the same format as
a previous test”; Roediger & Karpicke, 2006a, p. 200).

It may well be, as argued by Schmidt and Bjork (1992) and by
Roediger and Karpicke (2006a), that, in Schmidt and Bjork’s
words, “the overlap of relevant processes does not necessarily
mean that there is overlap of the objective conditions of perfor-
mance” (1992, p. 215), but predicting the results of the present
Experiments 1 and 2 then requires additional assumptions that are
not required by our distribution framework. It would seem that,
ultimately, the overlap of initial-test and final-test conditions has to
matter, and certain findings in the generation-effects literature
(e.g., deWinstanley, Bjork, & Bjork, 1996) suggest that such
overlap may matter substantially under some circumstances. How-
ever, the distribution model can explain a range of findings without
appealing to such an assumption.

Retroactive Interference and Testing Effects

In Experiment 3 we found, as predicted by the distribution
framework, that degree of retroactive interference can determine
whether there is or is not a benefit of initial testing over restudying.
When an interfering task was given after the practice and before
the final test, a benefit of testing over restudying as a practice
activity was observed, whereas no such benefit was observed with
a less interfering intervening task.

These results, which suggest that when competing materials are
studied, tests can help to insulate the tested material against ret-
roactive interference from subsequent competing materials, are
consistent with those of other studies demonstrating that testing
can protect information from proactive interference (Allen & Ar-
bak, 1976; Arkes & Lyons, 1979; Darley & Murdock, 1971;
Robbins & Irvin, 1976; Szpunar, McDermott, & Roediger, 2008;
Tulving & Watkins, 1974). In the Szpunar et al. (2008, Experiment
3) study, for example, participants studied five lists of words, one
at a time, expecting a final cumulative recall test. In one condition,
a 1-min free-recall test was given after each list. In a second
condition, a test was given only after List 5, and additional 1-min
study time was given for each of Lists 1–4. In a third condition, a
test was given only after List 5. Memory for List 5 words, both
immediately and after a 30-min delay, was better when participants
were tested on Lists 1–4, and there were fewer intrusions. Taken
together, the present findings and the prior proactive-interference
findings suggest that prior testing helps to distinguish tested in-
formation from competing information.

Other Implications of the Distribution Framework

As mentioned in the introduction, a range of existing findings
(e.g., Whitten & Bjork, 1977) suggests that as an initial test is
made more involved or difficult, the learning benefit for the items
successfully retrieved becomes larger. Within the distribution

framework, as depicted in Figure 1, that translates to saying that
fewer items are shifted by means of successful retrieval on a more
difficult initial test, but they are shifted more than they would have
been by being retrieved on an easier initial test. The framework
predicts, therefore, that there should be an interaction of initial-test
and final-test difficulty: Relative to the benefits resulting from an
easier initial test, the benefits of a more difficult initial test should
be larger on a more difficult final test than they are on an easier
final test. Results from an experiment by Hofacker (1982)—in
which he covaried the delay between an initial study trial and a
first test and the delay between the first test and a second test—
support that prediction.

Comparing the results of Experiment 1 and 2 sheds light on
related implication of the interaction between initial-test and final-
test difficulty: As the practice test was made more difficult from
Experiment 1 to Experiment 2, the benefit of restudying over
testing on an easy final test increased. According to the distribution
framework, this pattern reflects the fact that fewer items were
successfully recalled—and, therefore, strengthened—on the more
difficult practice test. Therefore, to the extent that a final test is
easy enough such that more restudied items are recalled on it than
items that were successfully retrieved on the practice test, the
benefit of restudying over testing should be larger for the more
difficult practice test. More systematic investigation is needed,
though, to test this implication.

Another implication of the distribution framework, one that has
been tested by Kornell, Bjork, and Garcia (2010), is that the
frequent assertion that testing retards the subsequent forgetting rate
for items retrieved on that test may be wrong or at least require
modification. From the standpoint of the distribution model de-
picted in Figure 1, performance on a subsequent recall test reflects
the proportion of items that remain above the threshold for that
test, not memory strength per se. Previously restudied items will
tend to be distributed normally. Previously retrieved items that are
above threshold will tend to be farther above threshold than are
previously restudied items. With the passage of time, the previ-
ously retrieved items will tend to remain above threshold as more
restudied items cross the threshold toward retrieval failure. Thus,
even if the two types of items lose strength at the same rate, the
previously retrieved items will appear to be forgotten more slowly.
The present findings and those of Kornell et al. (2010) converge on
the conclusion that it is important to consider the role of item-
distributions when understanding testing effects.

Concluding Comment

The results of the present experiments are consistent with the
growing body of research demonstrating that tests not only mea-
sure learning but are also potent learning events. At a more
detailed level, the results also suggest that effects of initial test and
restudy events can interact with the distribution of memory
strengths across items in a given experiment and with the difficulty
of the final, criterion test. At a practical level, however, the
message for teachers and students is more straightforward, if also
not simple. In general, when there is a fixed amount of time that
can be spent restudying or testing, the more difficult the antici-
pated criterion test, the more initial testing should be chosen. The
present results suggest, though, that an assessment of test difficulty
must take into account not only how the test will be formatted but
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also when it will be administered and how much the intervening
activities are likely to reduce the accessibility (i.e., cause forget-
ting) of the studied information.
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